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Preface 

These proceedings contain the papers presented at the 2nd International Workshop on 
Location- and Context-Awareness in May of 2006. As computing moves increasingly 
into the everyday world, the importance of location and context knowledge grows. 
The range of contexts encountered while sitting at a desk working on a computer is 
very limited compared to the large variety of situations experienced away from the 
desktop. For computing to be relevant and useful in these situations, the computers 
must have knowledge of the user’s activity, resources, state of mind, and goals, i.e., 
the user’s context, of which location is an important indicator. This workshop was 
intended to present research aimed at sensing, inferring, and using location and 
context data in ways that help the user. 

Our call for papers resulted in 74 submissions, each of which was assigned to 
members of our Program Committee. After reviews and email discussion, we selected 
18 papers for publication in these proceedings. Most of the accepted papers 
underwent a shepherding process by a reviewer or a member of the Program Comm-
ittee to ensure that the reviewers’ comments were accounted for in the published 
version. We feel our selective review process and shepherding phase have resulted in 
a high-quality set of published papers. 

We extend a sincere “thank you” to all the authors who submitted papers, to our 
hard-working Program Committee, our thoughtful reviewers, and our conscientious 
shepherds. 

 
 
 

May 2006 
 

       Mike Hazas and John Krumm, Program Co-chairs 
       Thomas Strang, Workshop Chair 
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Tâm Huỳnh, Bernt Schiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Toward Scalable Activity Recognition for Sensor Networks
Christopher R. Wren, Emmanuel Munguia Tapia . . . . . . . . . . . . . . . . . . 168

Social Context

Nomatic: Location By, For, and Of Crowds
Donald J. Patterson, Xianghua Ding, Nicholas Noack . . . . . . . . . . . . . . 186

An Unsupervised Learning Paradigm for Peer-to-Peer Labeling and
Naming of Locations and Contexts

John A. Flanagan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

Building Common Ground for Face to Face Interactions by Sharing
Mobile Device Context

Vassilis Kostakos, Eamonn O’Neill, Anuroop Shahi . . . . . . . . . . . . . . . . 222

Representation and Programming

Evaluating Performance in Continuous Context Recognition Using
Event-Driven Error Characterisation
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Particle Filters for Position Sensing with Asynchronous
Ultrasonic Beacons�

Henk L. Muller, Michael McCarthy, and Cliff Randell

Department of Computer Science, University of Bristol, UK
http://www.cs.bris.ac.uk/

Abstract. In this paper we present a user-centric position sensing system that is
based on asynchronous, independent ultrasonic beacons. These stationary trans-
mitter units are small, cheap to manufacture, and have power requirements low
enough to run each from a small solar cell and a nearby light source. Each bea-
con is programmed to emit a short, 40 kHz ultrasonic signal with a unique trans-
mission period. The mobile receiver unit first associates a received signal with
a beacon based on the observed periodicity, then measures the Doppler shift in
the periodicity that results from movements of the receiver. Using Doppler shifts
from a number of different beacons, the receiver is able to estimate both its po-
sition and velocity by employing a particle filter. In this paper, we describe our
positioning algorithm, the hardware, and proof-of-concept results.

1 Introduction

There are many design decisions involved in building a positioning system. Tradition-
ally, accuracy and system costs are the two most important factors. Other factors include
the weight and power consumption of the mobile unit, the refresh rate, whether the sys-
tem is user-based or infrastructure-based, the positioning coverage, the ease of setup
and maintenance, and aesthetic impact.

We present a system which has been designed to optimise aesthetics and component
costs. The system is based around small, low power beacons that are fixed within a
room. The beacons are also wireless and independent, making it possible to minimise
their visual impact. We do not use RF or any other synchronising technology, which
helps to minimise power consumption and bring component numbers down. The power
consumption of the beacons is sufficiently low to enable them to be powered by a small
solar cell, illuminated by a nearby domestic or office light source.

The beacons produce only minimal information: they transmit ultrasonic signals (or
‘chirps’) with a regular periodicity, usually around 500 ms. The receiver unit consists
of an ultrasonic transducer and a medium-power processing device. It approximates its
position with an accuracy of, at present, 25 cm by measuring the Doppler shift in the
transmission periods. This accuracy may seem low, but we expect it to be adequate for
use in coarse-grained location-based applications such as automated museum guides
or indoor navigation aids. Also, we believe that the accuracy can be improved by fine
tuning the system.

� Funding for this work is received from the U.K. Engineering and Physical Sciences Research
Council as part of the Equator IRC, GR-N-15986.

M. Hazas, J. Krumm, and T. Strang (Eds.): LoCA 2006, LNCS 3987, pp. 1–13, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In the design space, we have made a trade-off between costs and aesthetics on the
one hand, and accuracy on the other hand. Our accuracy is better than that obtained
with some RF based systems such as those using WiFi [1] but not as accurate as other
ultrasound-based positioning systems [2, 3, 4]. Our system is similar to the Cricket [5]
in that wireless beacons are used to infer position. However, we believe that our design
provides a new contribution by minimising the size and power consumption of the de-
vices in the infrastructure. By setting this as our main design constraint we have been
forced to come up with novel methods for inferring position.

In the rest of this paper, we first introduce the problem domain in Section 2, then
present our algorithms in Sections 3, 4 and 5. Section 6 details the hardware that we
used for the initial results, which are shown in Section 7. We discuss improvements that
we believe can be made to our algorithms in Section 8.

2 The Problem

Our positioning system comprises a number of beacons scattered around a room (mostly
along the ceiling and walls) and one or more mobile receivers that can position them-
selves using the signals received.

The beacon units (described in detail in Section 6) have been designed to be simple,
low power, and require no wiring. In order to reduce complexity, they only transmit ul-
trasound. The mobile receivers are untethered, and comprise an ultrasonic microphone,
amplifier, and a processing unit to estimate position and velocity.

The principle mode of operation of our system is to estimate the position by mea-
suring the Doppler shift in the periodicity of each of the beacons. We assume that the
receiver knows that there are N beacons in a room (around eight), and that the receiver
knows the position T i of each beacon i (0 ≤ i < N ). Furthermore, the receiver has
knowledge of the transmission periods Pi, which are around 500 ms.

The receiving unit will ideally receive a pulse train as shown in Figure 1. The hor-
izontal axis is time in seconds, the vertical bars denote the arrival of a chirp from a
beacon. Because of the different periodicities of, for example, Beacons 6 and 0, their
reception times shift relative to each other. A real chirp train that has been recorded
using our hardware is shown in Figure 2. Some signals have gone missing altogether
(such as the signal from Beacon 6), some signals collide (chirps from Beacons 2 and 3
arrive simultaneously at time 1006), and there are reflections and noise (signified by
shorter bars) which muddle the picture.

�

�

0.0 0.5 1.0 1.5 2.0

0 6 4 2 0 4 2 0 4 2 0 4 2 0 66 6 6

Fig. 1. Ideal chirp trace received from four beacons
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�

�

0.0 0.5 1.0 1.5 2.0

50 6 7 41 32 05 714 23 05 1744 233 0 5 1 47 23 0 5 16

Fig. 2. Actual chirp trace received from eight beacons. Note that the labelling is added for clari-
fication only, no identification is received.
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Fig. 3. Deviations from mean periods for two receivers over a period of time. The time (X-axis)
is measured in seconds, the deviation (Y-axis) is measured in milliseconds.

When the receiver is static, the reception time of the pulses from each beacon are
spaced by their periods Pi. This is a method for determining the correspondence be-
tween pulses and beacons; a series of chirps separated by Pi is likely to come from
Beacon i. Measurements from a static receiver also enable us to measure transmission
periods Pi to a high precision. This may be necessary as clock crystals used in the
beacons and the receiver will have slightly different frequencies (up to 500 ppm). This
difference may cause drifting of the position when not corrected for.

When the receiver is moving, the transmission periods will appear to vary. As it
moves through the tracking area, the receiver’s distance to each beacon will change.
This will affect the time that it takes for the signals to travel, causing the separation be-
tween chirps to vary. The changes in separation observed by the receiver is, essentially,
a Doppler shift in the periodicity of each beacon. If the receiver moves towards a bea-
con, the pulses will be brought closer together; if the receiver moves away, the pulses
will be pushed further apart. To illustrate, some measured Doppler shifts are provided
in Figure 3. Note that the outlying downward spikes are caused by missing chirps, all
other deviations are caused by the receiver’s movement.

The amount the pulses shift is proportional to the distance moved over the period:

Δd = vsΔPi

Here, Δd is the movement of the receiver relative to the beacon and vs is the speed of
sound, 343 ms−1. This distance is equal to the distance travelled in the direction of the
beacon over the time period Pi + ΔPi [6]:
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Δd =
(X0 − Ti)
|X0 − Ti| · (X0 − XPi+ΔPi)

Hence,

vsΔPi =
(X0 − Ti)
|X0 − Ti| · (X0 − XPi+ΔPi) (1)

Equation 1 formulates a relationship between two expressions: one containing the speed
of sound vs and the shift in periodicity ΔPi on the left-hand side; and the other con-
taining the previous position of the mobile receiver X0, the location Ti of transmitter
i and the current position XPi+ΔPi (the current time is Pi + ΔPi, where Pi is the pe-
riodicity of transmitter i) on the right-hand side. With a sufficient number of readings,
it is possible to iteratively estimate the receiver position using this equation. We have
found that a particle filter is capable of performing this estimation, even in the presence
of noise.

3 Background on Particle Filters

In order to estimate position, we use particle filters in two different parts of our algo-
rithm. In this section, we provide a brief background on this type of estimator.

Particle filters [7] are a method to approximate random variables. This is similar to a
Kalman filter [8, 9], except that a particle filter can cope with arbitrary error distributions
and, in particular, with multi-modal distributions.

A particle filter requires two sets of equations to operate. One set of equations models
state progression. This is similar to the state transition of a Kalman filter, except that
random noise is added to the state on every iteration. This noise should be distributed
according to the variation that is expected in the system over that period of time.

The second set of equations should compute the likelihood of a measured observa-
tion, given a particular state of the system. This likelihood function models the error
distribution of the measurements.

A particle filter operates by maintaining a number of states in parallel, called par-
ticles. Each particle is progressed using the state equations, after which the likelihood
of each particle is computed. The probability distribution function (PDF) of the state
space is modelled by the particles, and can have any shape, as long as there are enough
particles to sample this shape.

In order to prevent the filter from deterioating, the filter can be periodically resam-
pled. Resampling is performed by first translating the set of likelihoods into a cumu-
lative distribution function (CDF). The CDF can be sampled using a uniform random
number, duplicating particles in areas of the state space that have a high probability, and
removing particles in the areas of the state space that have a low probability.

The final stage of a particle filter is to distill a single state from the particles. In many
cases the mean state of all particles is useful, especially on single-modal distributions.
In multi-modal state spaces one can compute the mode of the distribution, which can
be problematic as the mode of the state can change dramatically from one iteration to
the next.
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In comparison with a Kalman filter, a particle filter is advantageous if it is expensive
to compute the Jacobian of the measurement equation, if the state space errors are multi-
modal, or if one intends to use low precision arithmetic.

Particle filters have been used in the estimation of location successfully before. They
have been used both for low level filtering of data, and in order to fuse sensor informa-
tion at a high level (see for example [10, 11]).

4 Associating Chirps with Beacons

The first problem is that of associating each chirp in Figure 2 with a beacon, or clas-
sifying it as a reflection or noise. The only information that is available to the receiver
is an estimate of the periodicity of each beacon. It is an estimate in that the clock crys-
tals on each beacon are only cut with a limited precision, and their frequency varies
with temperature. The typical variation is in the order of 50 ppm, or 25 μs in a 500 ms
period. In addition, movement of the receiver will cause further variation. Assuming a
maximum movement of the receiver of 2 ms−1, we expect this to be on the order of
2/vs = 2/343 = 0.58%, or 2.9 ms in a 500 ms period.

Our strategy to solve the measurement association problem is to use a particle filter
to model each beacon. The particle filter modelling beacon i estimates the time that this
beacon produced its first chirp, a value that we call the Epoch and represent using the
variable E (a number between 0 and Pi). Hence, the state of the filter is just a one-
dimensional variable that tracks E. The state progression function adds noise to the
state with a standard deviation of 50 μs.

When a chirp is received at time t, the likelihood function is applied to the particle
filter. For a particle j with value Ej , the likelihood of t − Ej is computed using the
sawtooth curve in Figure 4. If the chirp corroborates the epoch time of the particle,
then the probability will fall on one of the peaks of the sawtooth. If it is off by, say,
half a period, then the particle will be unsupported. If the signal is slightly late, then
the probably function shows intermediate support (the diagonal of the sawtooth) as the
chirp may be a reflection of the original signal. The closer to the peak a measurement
is, the more likely that it is a reflection. Particles will converge first on all sequences
of signals that are P apart, including systematic reflections. The groups of particles

0

PDF

P 2P 3P 4P 5P

Fig. 4. Likelihood for a particle to associate with a beacon
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Fig. 5. Distribution of the particle filter after 0.5, 1 and 2 seconds

tracking reflections will climb up the slope and merge with the main group, latching on
to the actual chirps from the beacon.

The evolution of the distribution of particles is visualised in Figure 5, which shows
the probability distribution functions of the particles for Beacon 0. The graphs are 0.5,
1, and 2 seconds into the run, showing that the particles latch onto Beacon 0 after 2
seconds (equivalent to four chirps).

It is possible for the particle filter to latch onto noise that is roughly separated by
Pi. In order to avoid this, we keep refreshing a fraction of the particles if we have not
yet observed a consistent signal. Using this method, we usually latch onto all beacons
within a 10 second period.

5 Estimating the Position of the Receiver

In order to estimate the position of the receiver we use another particle filter. This posi-
tion filter maintains the following state for each particle:

X the position of the receiver
V the velocity of the receiver
Ri the time that the last chirp was received from each beacon i (0 ≤ i < N )
Oi the position of the receiver at time Ri for each beacon i

The particle filter is updated every time that a chirp is uniquely associated with one of
the beacons. That is, chirps that may have come from multiple beacons are ignored,
as are chirps that cannot be associated with any beacons. A chirp is associated with a
beacon if it falls within a 4 ms window around the expected arrival time of that beacon.
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This window size excludes most reflected signals. A better method for dealing with re-
flections, occlusions and collisions is under investigation and is discussed in Section 8.

5.1 State Progression

State progression comprises two parts. The first part integrates the velocity into position
and updates the velocity:

X = X + ΔtV (2)

V = V + ΔtA (3)

where A is a noise term representing the acceleration. We assume that the acceleration
is normally distributed with a mean of 2 ms−2 in the X and Y directions and a mean
of 0.1 ms−2 in the Z direction. This models a receiver which is mounted on a person,
where we expect little movement in the Z direction.

The second part of the state progression deals with the update of Ri and Oi, where
i is the number of the beacon from which we have just received a chirp. Ri is set to the
current time and Oi is set to the value of X .

5.2 Likelihood

The likelihood function of the particle filter gives us the probability of the state being
supported by a measurement. A measurement comprises the difference in the periodic-
ity of the signal ΔPi from Beacon i. The two sides of Equation 1 calculate the distance
that the receiver has travelled relative to Beacon i. The left-hand side computes this
distance in terms of ΔPi, whereas the right-hand side computes it in terms of the past
and current position of the receiver. The difference between these values is a metric for
the particle’s error:

ε = vsΔPi − (Oi − Ti)
|Oi − Ti| · (Oi − X)

We translate the error ε into a support measure by using the following formula:

pi =
c

c + ε2

where c is a constant that controls how sharp the distribution is. At ε = 0, the likelihood
will be 1, whereas at a distance of ε =

√
c, the likelihood will be 1

2 . We use a c value of
0.1, equivalent to a distance of 31 cm.

The likelihood function presented above gives us the likelihood given one measure-
ment only. The state-space is six-dimensional, and this measurement only constrains
one degree of freedom. A successive series of measurements provides a series of con-
straints, eventually forcing the particles to converge on the solution.

6 Prototype Hardware

We have constructed two hardware prototypes: one that we have used for measurement
and testing, and one that we are developing for future deployment. The rig that we
have used for measurement is wired, but is programmed to behave as an asynchronous
system.
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Fig. 6. Light-powered beacon, top view and bottom view. The solar panel measures 23 by 20 mm,
the unit is mounted by means of Blue-tac.

6.1 Hardware Used for Measurement

The hardware that we have used for the tests and measurements in this paper is a re-
programmed configuration that we have used for other experiments. It consists of eight
beacons that are placed on the ceiling and walls. Each beacon is wired to a control unit
that controls the transmission activity. The control unit is programmed to generate a 10
cycle chirp for each beacon, with unique periodicities of 500, 508, ..., 556 ms.

The main difference between this setup and the prototype under-development is that
even though the beacons appear to be asynchronous in the wired system, all eight are
actually guaranteed to collide once every 13 millenia. On the other hand, the hardware
in development uses beacons with independent clock crystals, meaning that collisions
in this system happen randomly with a low probability.

6.2 Prototype for Deployment

The prototype hardware that we intend to use with the system is shown in Figure 6. It
is composed of eight components:

– an open face ultrasonic transducer
– a radial inductor
– a PIC micro-controller
– a ceramic resonator
– 3 capacitors
– a solar panel of 3x4 cm (less than 2 square inch)

Optionally, the system can be powered by a 3V battery, obviating the need for the solar
cell and one of the capacitors.

The periodic chirps are entirely generated in software. In order to create a 40 KHz
signal, the PIC pulls two of its output pins up and down in a complementary fashion. For
example, when pin 1 is up, pin 2 is down and vice versa. This generates a 6V ptp swing
from a 3V supply. The ferrite cored inductor is tuned to resonate with the piezoelectric
transducer resulting in a signal of over 12V ptp at 40 KHz. The consequent sound
pressure level (SPL) is in excess of 105 dBm for a period of 250 μs. The transducer is
selected for a wide beam angle of 140 deg at -12 dB.
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Fig. 7. Beacon mounted in a standard office light

Flipping beacon output pins into one state and back again in this fashion takes two
instructions. Given that each instruction consumes four clock cycles, we need to run
the PIC at at least (or multiples of) 320 KHz to generate a 40 KHz signal. The system
also needs to sleep for around 500 ms before transmitting the next chirp. The “official”
method for implementing a low-power suspend mode is to use the PIC’s on-chip RC
watchdog timer. However, this method is temperature sensitive and can cause timing to
degrade. Instead, our program sits in a tight loop performing NOP instructions and uses
the interrupt timer to break out for the next chirp.

In order to run the system from a solar panel, it is essential that we take power
consumption down to less than 100 μA. We do this by running the PIC with a 640 KHz
ceramic resonator. We were unable to find a suitable 320 KHz resonator, however if one
was available, the size of the solar panel could be further reduced.

The range of the beacon unit is over 7m, and needs to be mounted close to a light
source; preferably fixed to the inside of a shade or reflector, such as shown in Figure 7.
The range of the signal can be extended by using a solar panel that produces 6V rather
than 3V. Although this is just a matter of a change in wiring, manufacturers have no
interest in building small panels that are high voltage with low ampage.

7 Results

Our test environment consists of eight beacons on the ceiling and walls, and one re-
ceiver. The eight beacons are actually wired up to one controller (because at present
we only have one light powered beacon), but the controller is programmed to fire the
beacons independently. The minimum number of beacons that our system requires is
six, because of the six degrees of freedom in the solution: speed and velocity in three
dimensions. Six is however not sufficient because occlusions and collisions between
signals reduce the effective use of the beacons. If we use more than eight beacons, it is
necessary to reduce the transmission periods so as to prevent saturation of the 40 KHz
frequency band.
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Fig. 8. Estimated track and moved track

Our test track consists of a more or less rectangular track, 2.5 by 1.4 metres, 60cm
off the floor (2m below the receivers). It starts near the origin, and moves around the
rectangle clockwise once. We move with varying speeds, stopping at the corners for a
few seconds in order to test our filter. In the nature of using Doppler effects, we expect
the receiver to be tracked best when it is moving.

The receiver is left stationary for two minutes in order for the algorithm to lock onto
the beacons. The rectagular track is then completed in 20 seconds, of which 2-3 seconds
is spent in each corner. The receiver is moved at 1-2 ms−1 between the corner points.
We initialise the filter with particles scattered around the space with the mean centred
at the origin; around 30 cm from the receiver’s starting point.

The results are shown in Figure 8. The green line is the track that we followed, the
red line is the track that the particle filter recovered. We make a couple of observations.
First, along the straight lines, where the receiver moves relatively fast, the particle filter
appears to track the direction of movement quite well. In the corners, where the receiver
stops moving for a couple of seconds, the particle filter deviates. This is observed in the
top left-hand corner where the deviation is around 70 cm.

7.1 Errors

The average error is 20-30 cm, while the maximum error is 70 cm. The results may
seem poor, but the errors are small in absolute terms. When the system is deployed in a
bigger room, we expect the errors to stay roughly the same in absolute terms, becoming
smaller in relative terms. We note also, that this is an untuned first version of the system.

The errors can be attributed to two causes. The first source of error is caused by
beacons “dropping out” due to occlusions and collisions. A second source of error is
caused by the nature of the particle filter; random movements of particles will cause
fluctuations in the measurements.
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It appears that, in general, the system is better at recovering velocity than it is at
recovering position. If we re-run the particle filter on the measured track data, seeded
with different random values, then we get different deviations in the position. However,
in all cases, the movements seem to be precisely in the right direction. We are at present
investigating the cause of this.

7.2 Failure Modes

The worst failure mode occurs when the receiver does not lock onto the beacons suc-
cessfully. In this case, the receiver is not able to position itself until it does get a lock.
This results from the fact that the algorithm requires at least six beacons to operate.
Accounting for echoes and collisions, we need to be locked onto at least seven beacons;
using eight improves the precision. We have overcome this failure mode by re-seeding
a particular beacon-tracking filter if it hasn’t seen a beacon for four seconds.

A second failure mode occurs when the receiver is stationary and the measured
Doppler shifts begin to approach zero. When the receiver stops moving for short periods
of time, the algorithm will usually deviate only slightly. However, when the receiver is
stationary for a prolonged period of time, the algorithm will diverge. This is the natural
progression of the filter as it continues to iterate using measurements containing little
or no position information (ie. Doppler shifts of zero).

8 Discussion

We believe that the current version of our system is over-engineered and we see it as
a step towards a better solution. Using particle filters to find the association between
chirps and beacons is a surprisingly robust method, but not necessarily very accurate
when moving the receiver over longer distances. A better method may be to integrate
the position and velocity filter with the periodicity tracking filters to form a single filter.
With position and velocity information, we can infer when the next chirp from each
beacon will arrive, allowing us to associate a more representative likelihood to each
beacon. By folding all nine particle filters into one particle filter, where each particle has
a memory of past beacons, we can determine the likelihood using that past information.

We have implemented this unified particle filter, and find that it works well with
simulated data, but we have yet to produce robust results on real data. Interestingly, the
single particle filter will create multi-modal solutions when chirps collide. For example,
one mode will follow the hypothesis that the most recent chirp came from beacon A, and
the other mode will follow the hypothesis that it came from beacon B. These different
modes are then unravelled a few chirps later, when it becomes clear which beacon the
chirp belonged to. The method also extends to the case where chirps are occluded or go
missing. This is simply a matter of allocating particles to account for this possibility.

A second observation is that, at present, our filter only works when the receiver is
moving. When the receiver stops moving, particles begin to disperse randomly in all
directions. After a 10 second period, the particles have dispersed so far that the position
starts to diverge. We are planning to identify situations where there are no observed
shifts on any of the beacon transmission periods, and to suspend our main particle filter
over the corresponding time frame.
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We would like to scale our system up to be able to cover larger areas. We believe
that this is feasible as long as we find an appropriate density of beacons. With too many
beacons we will saturate the 40 KHz ultrasonic channel; with too few beacons there
will not be enough measurements to constrain the solution and solve for position.

9 Conclusions

In this paper we have presented a method for positioning that uses Doppler shifts in
transmission periods of signals. It employs a number of particle filters to associate
measurements with beacons as well as recover the position and velocity of the mo-
bile receiver. In comparison with existing solutions, our recovered position is rather
crude (20-30 cm on average). However, the infrastructure that we employ is minimal
and unobtrusive. Our system is similar to the Cricket, but without RF synchronisation
and powered by a small solar panel near a domestic light source.

The present system works as a prototype, but has several shortcomings that need
further research. We think that the two different types of particle filter can be integrated
in a single particle filter (this works in simulation, but is yet to be shown effective on real
data). We also plan to improve the stability of the system when there is little movement
and, therefore, little information provided in the measurements. It may be interesting to
design an experiment to measure how common it is for people to remain stationary, and
to establish how well a system like this would perform as, for example, a positioning
system for a museum guide.

We note also that the present system is confined to working in one area or in a single
room setting. However, we believe that by uniquely grouping and distributing beacons
based on their unique periods, it will be possible to identify the room that the receiver
is in by observing audible beacons. A simple method such as this should allow us to
deploy the system on a larger-than-room scale.
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Abstract. Fiducial scene markers provide inexpensive vision-based location sys-
tems that are of increasing interest to the Pervasive Computing community. Al-
ready established in the Augmented Reality (AR) field, markers are cheap to print
and straightforward to locate in three dimensions. When used as a component of a
smart environment, however, there are issues of obscuration, insufficient camera
resolution and limited numbers of unique markers.

This paper looks at the advantages of clustering multiple markers together
to gain resilience to these real world problems. It treats the visual channel as
an erasure channel and relevant coding schemes are applied to decode data that is
distributed across the marker cluster using an algorithm that does not require each
tag to be individually numbered. The advantages of clustering are determined to
be a resilience to obscuration, more robust position and pose determination, better
performance when attached to inconvenient shapes, and an ability to encode more
than a database key into the environment. A real world example comparing the
positioning capabilities of a cluster of tags with that of a single tag is presented.
It is apparent that clustering provides a position estimate that is more robust,
without requiring external definition of a co-ordinate frame using a database.

1 Introduction

Recent Computer Science research has seen an explosion of interest in location-aware
systems. Such systems seek to robustly determine the position and pose of a variety
of objects. The process is typically separated into three stages; determine the identity
of an object; measure a quantity related to distance to one or more sensors; compute a
location.

Many physical mediums have been harnessed by previous research efforts designed
to locate objects, including infra-red, visible light, sound (both audible and inaudible
to humans) and radio (using signals from wireless LAN, bluetooth, UWB and GSM
networks, to name a few) [7]. The majority tag the objects in some manner and seman-
tically associate the object with the tag. Active tags (with a local power source) are
common since they allow greater tag-sensor distances and smarter operation. However,
passive tags (which draw no local power) are preferred for their low cost and minimal
maintenance. Unfortunately, present day tracking systems based on passive tags can be
unreliable—the increasingly pervasive RFID [16] systems are a good example. Those
tracking systems that use computer vision for tracking passive ‘fiducial’ tags are, how-
ever, more robust and reliable. The use of fiducials simplifies the general problem of
tracking objects in moving images, which is notoriously complex.

M. Hazas, J. Krumm, and T. Strang (Eds.): LoCA 2006, LNCS 3987, pp. 14–29, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. A variety of tag designs that combine a recognisable shape with a unique payload

A fiducial tag is essentially a visual barcode designed to be easily recognisable to a
machine. Systems based on them are well established in the postal and shipping indus-
tries (where they are used primarily for identification rather than high accuracy spatial
tracking) and in Augmented Reality systems. The latter exploits the reliable identifi-
cation, location and pose estimation properties of fiducial tags. Many implementations
exist: the ARtoolkit [4, 3] software is widely used, but there are a growing number of
competitors [10, 15, 6]. In addition, the TRIP project at Cambridge [5] used the con-
cept for tracking objects in an office environment. The evaluation framework presented
within this paper makes use of Cantag, an open source competitor to these systems,
developed in-house, that is more flexible and extensible [1].

The advantages of fiducial systems are manyfold: markers can be printed quickly
and cheaply, using commodity items available in every office. Even the sensor hard-
ware amounts to off-the-shelf cameras and, when properly calibrated, it gives accurate
orientation estimates (something often lacking in fine-grained location systems).

The basic operation of a fiducial system is straightforward. A camera captures an
image of one or more fiducial tags. Each tag has two components: at least one recog-
nisable geometric shape and a payload (Figure 1). The shape acts as a-priori knowledge
about the tag and by searching the image for valid perspective projections of this shape
we can identify where tags are in the image and calculate the position and pose that
would give rise to that perspective shape. For example, ARtoolkit uses squares (becom-
ing quadrilaterals under projection) and TRIP uses circles (becoming ellipses). Once
all the tags in a scene have been determined they must be identified; this is achieved
through the payload which is a per-tag symbol or code that is unique. ARtoolkit uses
monochrome shapes as an identifying payload and pattern matching for recognition,
although herein we adopt the binary coding found in the other systems since it lends
itself to analysis. For such encoding, the payload size (in bits) is determined by the size
of the tag and the size of a single bit element (the feature size).

In this paper we develop the idea of tagging objects with multiple tags in a manner
we term ‘cluster tagging’, where:

1. Tags are used for both data communication and location information,
2. Multiple tags are used to increase resilience to obscuration,
3. Tags are arranged in a known spatial configuration,
4. Data is encoded redundantly across the tags,
5. Tags are not uniquely indexed.

The use of multiple tags in fiducial tracking systems is not in itself novel. Both AR-
toolkit and ARtag support the use of multiple tags in labelling objects. A database maps
arrays of tags to known positions. When a subset of the array is observed, the system is
able to compute where the other tags in the array are, providing a degree of robustness
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in tracking. These systems also permit the computation of camera position and pose
given one or more sighted tags in an array [14]. Cluster tagging is distinguished from
these systems through criteria 1, 4, and 5 above. It allows for arrays of tags to distribute
information between them. In addition, we use this opportunity to more completely map
out the general advantages of multiple tagging.

The remainder of this paper looks at the motivations for cluster tagging, consid-
ers how to achieve it practically (including spatial arrangements, coding schemes, and
multiple independent clusters) and gives results from a real world implementation. The
solution uses coding techniques from established information theory, but is unusual in
its demand for small data packets, discouraging the standard solutions.

2 Motivating Cluster Tagging

Most applications of fiducial systems require the tag-camera distance to be relatively
small (one or two metres). Expanding them into larger-scale pervasive systems poses
interesting problems: using today’s systems we require a greater number of unique tags
(i.e. more payload bits) and larger feature sizes to capture images further away with
sufficient resolution. Unfortunately, a bigger feature size and payload equates to big-
ger tags, which increases the likelihood of obscuration. Cluster tagging addresses this
problem and others:

Smaller tag sizes. Distributing data across multiple tags has the potential to allow a
smaller per-tag payload size. When using pure index-based tag labelling, the pay-
load is determined by the number of unique tags required, and any error correcting
coding used. When the tags are not explicitly indexed, the payload can be chosen
to be smaller, permitting a greater feature size.

Redundancy. By distributing the data redundantly across tags, the system can cope
with a proportion being obscured (Figure 2).

(a) (b)

Fig. 2. Clustering advantages (a) A singly-tagged object has visible bits, but the lack of a full
shape border (a square) prevents them being read. (b) Clustering small tags allows some data to
be read and potentially 20 corner correspondences to be identified for more accurate pose and
position determination.
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(a) (b)

Fig. 3. Cluster tagging allows for irregular shapes. (a) Tag limited to 25 bits. (b) Clustering allows
at least 45 bits.

Geometric arrangements. Geometric arrangements and patterns of tags can convey
extra information, including where other tags should be. This can assist the image
processing algorithms.

Better Fitting. Multiple small tags can better cover an irregular object (Figure 3).
Robust pose estimation. Each tag provides independent estimates of location and ori-

entation for the attached object (Figure 2).
More data. Multiple tags can be used to convey more information overall. Data could

be encoded about the object it is attached to (spatial bounds, composition, owner,
etc). This may be sufficient to remove the dependency on a local database.

The latter idea of ‘imprinting’ data onto the environment for direct interpretation
has an number of additional advantages. Data dissemination is intrinsically location
private since a sensor must be physically present to read the information. This is use-
ful to ensure physical presence rather than remote spoofing. For example, a computer
may display a tag (or tags) alongside a standard login box which encodes a key that
changes regularly. As a user approaches the machine, a wearable camera could decode
the key and use it in conjunction with a standard password to prove both identity and
physical proximity. There is also an advantage in heterogeneous deployments: tagged

Fig. 4. Cluster tagging for document tracking
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(a) Inside-out Positioning. Tags at known posi-
tions, camera unknown. The camera estimates
its position using as many tags as possible and
may use the data encoded across them to derive
more information such as room name.

(b) Outside-in Positioning. Camera at known
position, tags estimate table position and pose.
The tags may encode details about the object as
well as provide multiple estimates of position
and pose and dealing with obscuration.

Fig. 5. Cluster tagging for positioning

objects can be moved from proprietary system to proprietary system without requiring
export/import of data. This is particularly important for a highly mobile user.

Disadvantages include a limit on the size of data and an inability to edit dynamic
data (such as object owner). In these cases, hybrid approaches seem reasonable, where
static data is encoded on tag clusters alongside a key that allows access to dynamic data.

2.1 Applications of Cluster Tagging

Applications for visual tagging that can provide identity, data and accurate location/pose
information are varied. Here we present a few sample applications to clarify the contri-
bution cluster tagging can have.
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Augmented Reality. Many augmented reality systems already make use of the iden-
tity and location capabilities of single tags [8, 2, 9]. Tag sizes are typically of the
order of 0.1m×0.1m and attached to stiff card to minimise warping. This size is
convenient for human handling and suits the current resolution capabilities of com-
modity video cameras. However, uninitiated users show a tendency to obscure parts
of the symbols with their hands. This problem is only compounded if the symbol is
invisible to the naked eye through the use of ink pigments outside the visible range.
Cluster tagging allows for this obscuration through redundancy.

Document Tracking. A complete document tracking system which can reliably and
inexpensively track individual sheets of paper is the holy grail of many adminis-
terial departments. Fiducial tagging is one option for such a system: in a world of
visual sensors, a system can log a timestamped location of specific documents. The
inherent obscuration (Figure 4) favours small clusters of tags over larger single tags.

Wide Area Positioning System. Fiducial tags offer the possibility of a simple posi-
tioning system: tags could be placed within an environment, acting as landmarks
that a camera could compute its relative location and pose from. Cluster tagging
would allow smaller tags, greater resilience to obscuration, more independent lo-
cation estimates, and the possibility of imprinting room bounds and details. This
concept can also be inverted, with a static camera at a known location and mo-
bile objects cluster tagged. Such a system would be ideal for monitoring the cur-
rent location and pose of large scale objects such as tables and chairs, thereby
autonomously maintaining an up-to-date world model. Figure 5 illustrates the two
concepts.

3 Cluster Tagging Specifics

The ideal cluster tagging scheme should aim for three major goals:

Maximal spatial coverage. The cluster should aim to maximise coverage of the asso-
ciated object to increase robustness in tracking it from a variety of angles.

Minimise redundancy cost. The clustering scheme should maximise the size of the
true data being encoded.

Allow cluster identification. When multiple clusters are in view it is important to be
able to identify separate clusters so data does not get irretrievably mixed. The solu-
tion should avoid requiring each packet to be labelled with a unique cluster ID.

3.1 Coding Schemes

Present tag systems tend to use forward error correction (FEC) coding on a per-tag
basis to ensure a valid read of the ID. This ‘inner code’ is assumed to guarantee that a
given tag is decoded correctly or not at all. With the payload encoded across multiple
tags, each tag carries a ‘packet’ of data and the processing of an image can be viewed
as a transmission of the payload over a channel. The properties of the inner code as
described characterise this channel as a packet erasure channel, where a packet is either
reliably read or lost (Figure 6). Encoding data across packets such that it can be decoded
over such a channel requires an effective ‘outer code’.
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(a) Bit erasure channel (b) Packet erasure channel

Fig. 6. Erasure channels

Fig. 7. Adding redundancy to deal with erasure channels

The outer code must introduce sufficient redundancy to cope with obscuration within
images (leading to erasures). This is achieved by encoding a K-packet message to N>K
packets (Figure 7). Established coding schemes for erasure channels (linear codes, con-
volutional codes, fountain codes, etc) make one fundamental assumption: the erasures
are known at the receiver. i.e. an arbitrarily chosen packet can be labelled as lost or re-
ceived. This is usually achieved by indexing each packet and amortising this cost over
large packet sizes. In cluster tagging, packet sizes are necessarily small and the cost
of numbering each one is too high. A typical tag may only offer a payload of 25 bits
(some of which are reserved to ensure a packet erasure channel)—a cluster of 20 tags
would require at least 5 bits for a per tag index, significantly affecting the size of the
data encoded.

Without per-packet indexing, decoding the information from a random cluster of tags
would require that every possible permutation of packets and erasures be considered,
each one being decoded and tested for validity (this is achievable if a CRC or similar
check is included in the original data). If the coding scheme encodes to N packets,
this could require N! invocations of the decoding algorithm. It is thus very important
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(a) (b) (c)

Fig. 8. Relative indexing. (a) A correctly indexed pattern as deployed (b) Five observed tags of
unknown indexes (c) Indexing the first tag allows remaining tags to be relatively indexed in terms
of the row width, R=3.

to reduce the possible permutations by exploiting the geometry of the cluster (for this
reason regular tag arrangements are preferable over irregular ones since rigid structure
significantly limits available permutations).

3.2 Inferring Erasures from Structure: Relative Indexing

A cluster of tags arranged in a known configuration effectively indexes them since the
configuration can provide the necessary ordering information without having to encode
it explicitly in the tag payloads. However, erasures complicate this picture—when unin-
dexed tags are missing it may not be possible to uniquely number those that remain. In
these situations we select a reference tag and index the remaining tags relative to it. The
a-priori configuration of tags should be chosen such that, given a set of tags and a refer-
ence tag, the remaining tags can be given a unique relative index. For example, consider
a 3×3 array of tags that encodes 5 packets of data. The arrangement is such that the true
indexes of the tags is as in Figure 8(a). Given that the tag spacing and layout is known
beforehand, observing a subset of the tags (Figure 8(b)) will allow indexing relative to
a member of the subset. In Figure 8(c) the reference tag is given an arbitrary shift index,
denoted i, and the remaining four tags can then be indexed relative to it and the row
width, R.

In this way relative indexing allows the definition of a set of possible receives/
erasures (one set for each valid value of i). The difference between the largest
relative-index and the reference then defines the span—i.e. the number of true indexes
between the first and last packet decoded. For a given span, s, there may be up to
(N-s) possible channel candidates, one for each of the (N-s) possibilities for the shift
index, i. As a specific example, consider Figure 8 where the received vector spans
6 original indexes. This means the shift index, i, can only take one of three (=9-6)
values (i=1,2, or 3) as illustrated in Figure 9. In fact, this result only applies if the
layout was a row of 9 elements. The 3×3 layout can be used to further limit the
possible shift indexes—since there are only three columns and there is one sighted tag
either side of the first (albeit in different rows), the first tag must be in the second
column; by a similar analysis we find it must be in the first row and thus this scenario
is not ambiguous at all: the shift index is known instantly despite a lack of indexing
within the tag payload.
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Fig. 9. Possible shifts for Figure 8

Fig. 10. Rotational invariance masks the lowest-indexed element

In general,the worst case scenario occurs when the layout pattern is a simple row,
when s=K and when the correct value of the shift index is the last one trialled. This
requires (N-K) attempted decodes before the correct decode occurs. In practice, how-
ever, this is an unlikely situation, and significant computational savings will be made
by considering the layout pattern carefully as described.

3.3 Determining the First Tag: Rotational Invariance

An important issue is the determination of the reference first tag. A regular arrangement
of tags introduces rotational invariance which can complicate this identification—a
90◦ rotation of the image in Figure 8(c) results in a very different relative indexing
(Figure 10). Tags, then, need to incorporate directionality; a problem not unique to
cluster tagging. In fact the solutions proposed for the inner coding for individual tags
are equally applicable here [11]. The essential principle is to use a rotationally-invariant
inner code, with specific bits used to indicate direction.
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4 Dealing with Multiple Clusters

If each tag within a cluster does not carry a label identifying its parent cluster, problems
can clearly arise when tags from multiple clusters are in view—not only does a viewing
system need to determine the indexing of tags within a cluster, but also the clusters
present. Regular geometric arrangements can also help here. Once a tag within in a
cluster is sighted, the arrangement allows determination of where other tags in the same
cluster may be and what their orientations should be, based on an arrangement template
(Figure 11). In most cases, this alone should be sufficient to group tags by cluster.

(a) Seven tags in view (b) Take one and derive arrangement
template

(c) Tags clustered to-
gether

Fig. 11. Coping with multiple clusters in view

Fig. 12. Applying a standard 6×6 tag array to a non-square object with guaranteed erasures

A further problem may be that different geometric arrangements may suit different
surface shapes, and hence multiple arrangement templates would be required. Similarly,
different sizes of arrangement may also be favoured (e.g. the row width may change
from cluster to cluster). These problems are very difficult to cope with robustly, so
instead it is favourable to set the arrangement and its row width. This in turn allows the
values of N and K to be set, simplifying decodes. The overall scale of the arrangement
can, however, be varied. Thus it is possible to set an arrangement (for example, a square
tessellation) and expand it to suit the object. Where whole tags do no fit on an object,
they may be excluded, taken as guaranteed erasures (Figure 12).
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5 Real World Results

We have implemented cluster tagging within the open-source fiducial tracking software
library Cantag [1], developed in-house and freely available. Cantag supports arbitrary
tag shapes, data encodings and interpretation algorithms and is well suited to both pro-
duction and development of novel fiducial systems.

In theexampleprovided here,weusea7×7 clusterof5-element square tags (Figure13)
to encode a global co-ordinate system by defining the position and pose of the cluster
itself in that frame. A camera then decodes this information and can compute its pose
in that global co-ordinate frame without an external database.

Fig. 13. A sample tag used in evaluation

The choice of a square tag allowed for ease of tessellation. Each tag carried 24 bits
of data split into four blocks of 6 bits. Each block was encoded on the tag such as to
readable in any orientation. One bit per block was reserved for orientation information,
three bits for data and the remaining two bits formed parity check bits. This allowed
each tag to represent 12 bits of data and to have sufficient resilience to produce the
necessary erasure channel.

The data encoded across the tags defined three points in 3D. The first defined the
position of the first tag in the cluster, the remaining two defined the direction of the x-
and y- axes in the same frame. 32 bit floating point values were used for each of the nine
co-ordinates, making a total data length of 288 bits. To this a 32-bit CRC was added to
assist in decoding the cluster, making 310 bits to encode. This data size requires at least
26 tags (312 bits) and hence K=26, whilst N=49. Thus the cluster can cope with any 23
tags being obscured without effect.

5.1 The Outer Code

For the outer code a linear BCH code was implemented, similar to that of Rizzo [13].
The premise of such a code is that a K×N generator matrix, G, acts on an input vector,x,
of size K to produce an encoded vector of size N,

y = Gx. (1)

The received data vector, y′, is then a subset of y and must have a size of at least K
for decode. A decode matrix can be created by first constructing a K×K matrix G′ and
then inverting it.

x = G′−1y′. (2)
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From this relation is should be apparent that G′ is constructed from the rows of G
corresponding to any K elements of y′. The remaining question is how to form the
matrix G. For this implementation, a systematic code was chosen, whereby the first
K rows are the identity matrix. The remaining rows must be linearly independent, and
this can be assured by the use of a Vandermonde matrix, making Gij = α(i−1)(j−1)

for j>K and α the generator element for a Galois Field of the chosen size (see [13] for
more details).

5.2 Positioning

Positioning of square tags in Cantag is generally based on the identification of the cor-
ners within the image. These form correspondences between the image and the real
world and are sufficient to locate a tag within the reference frame of the camera. Can-
tag implements a variety of algorithms that have been evaluated elsewhere [12]. The
key point regarding the localisation of a particular tag is that the algorithms trade-off
between accuracy and computational complexity. The fastest algorithm in Cantag is
presently the Linear Projective algorithm, based on a linearisation of the localisation
problem, whilst the most accurate algorithm, Space Search, uses a minimisation algo-
rithm to iteratively find the most likely tag position and pose ( [12]).

In implementing cluster tagging, we use the fast linear algorithm to identify and de-
code as many tags as possible in the frame. The decoded data is then used to create
correspondences between image pixels and the global reference frame (four correspon-
dences per square). A minimisation algorithm is then used to find the optimal camera
position, effectively inverting the Space Search algorithm.Essentially, there are six pa-
rameters necessary to define the 3D position and pose of the camera. With each iteration
of the algorithm, the location of each tag corner is computed, assuming the camera to
be at the present estimate. This location is then projected to an image frame, and the
error distance to the corresponding projections in the true image are calculated. By min-
imising this error, the camera position and pose is determined. The source code for this
process is contained within the present Cantag distribution as the EstimateTransform
algorithm.

5.3 Results

The cluster was printed on A4 paper using a standard laser printer. Each tag measured
2.15cm×2.15cm and the layout used row and column gaps of 0.5cm. To aid compar-
isons a single tag with the dimensions of the entire cluster was printed onto a second
piece of paper.

In each experiment the relevant sheet was affixed to a desk and a camera mounted
above it, pointing towards it. Care was taken to level the camera to point perpendic-
ular to the desk surface. The camera position was measured to within an estimated
error of 1cm in each dimension, and was not moved throughout the experiments. 100
image frames were captured with the cluster sheet in place and 100 further with the
single tag sheet in the same place, suitably aligned. Using Cantag the camera po-
sition was estimated for each image. The positions were calculated in up to three
different ways:
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1. Using all observed tags from the cluster sheet,
2. Using each individual tag observed from the cluster sheet,
3. Using the single large tag from the single tag sheet.

The position distributions are shown in Figure 14. The estimated camera position is
shown in each, although it should be noted that the experimental error in measuring this
quantity is significant on this scale. For clarity, Figure 15 shows the CDFs for each of
these results. Given the relatively large estimated error of the true position, we find little
difference between using a cluster and a single large tag of equivalent dimensions, both
of which exhibit an error consistent with today’s fiducial systems.

Whilst the small position distribution for the single large tag appears to imply a
better localisation than the other methods, this is not necessarily the case. Because its
four corners lie away from the centre of the image, towards the bounds, they are more
affected by lens distortion. Whilst we have corrected for this distortion using a standard
radial model within Cantag, this is only a generic lens model and less trust can be
placed in points further from the principal point in the image. The (slightly) larger
spread of positions when using the entire cluster is indicative of the fact that the location
algorithm has many points extracted from across the image upon which to base its
estimate. The error distribution thus better reflects the true state of affairs.
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Fig. 14. Position distributions for different processing and setups
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Fig. 15. Cumulative density functions of results in Figure 14

Figure 14(d) shows the results of repeating the cluster experiment with approxi-
mately one third of the cluster occluded. The data remains decodable and the position
distribution changes little, as evidenced by the CDF in Figure 15. When a similar oc-
clusion was applied to the single large tag, no positions were possible since no tags
were identifiable. We conclude from this that cluster tagging has the potential to locate
a camera to at least a comparable precision to that when using a single large tag. This is
true even with occlusion present, increasing the robustness of the position measurement
over the latter approach.

These results reflect our general findings with clustering: position estimates can be
significantly improved over tags of similar size, whilst resilience is inherent in the re-
dundancy. Beyond the example given here, the code for camera position and pose esti-
mation has been shown to be robust and reliable and many empirical experiments using
different arrays of tags have demonstrated the strengths of the approach over single tags.

6 Advantages and Disadvantages

The ideal positioning solution depends heavily on the application envisaged. Our expe-
riences have found cluster tagging to be particularly useful for ubiquitous computing.
Lighting conditions can be a particular problem with single tag systems in a general en-
vironment, and cluster tagging assists by increasing the chance that a useful proportion
of encoded data can be retrieved by using smaller tags.

In terms of disadvantages, there is a clear problem with how to ’print’ the informa-
tion to a space. Traditional inks will fade and the initial deployment is complex unless
the tags are incorporated a the time of manufacture (for example into wallpaper). The
difficulty in accurately placing tags both in a global reference frame and within a lo-
cal geometric template during a very large and ubiquitous deployment may counteract
the location accuracy advantages on offer. Nonetheless, we expect cluster tagging to
perform as well or better than single tagging in almost every respect in the general case.
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7 Future Work

Cluster tagging has associated with it similar questions to single tagging: what is the
best tag shape? What bit error rate can be expected? How does resolution affect the
result? These questions are difficult to answer, but the Cantag platform provides the
flexibility to investigate them.

As regards cluster tagging itself, there are many open questions regarding the optimal
coding scheme, the best way to optimise the decode process and the best way to com-
bine all the redundant information to produce the best estimates of position and pose;
we hope to investigate the many options available and also to move the symbols from
the visible spectrum into the near infrared spectrum to minimise aesthetic disturbance.

8 Conclusions

This paper has introduced the concept of cluster tagging with fiducial tags. Cluster
tagging uses multiple small tags to encode data redundantly across a space, such that
observing any subset is sufficient to recover the data fully. The advantages to doing this
over a traditional single-tag deployment have been determined as a reduced need for
a database, inherent location privacy, greater robustness for tracking, the capability to
cope with partial view occlusion, and to make better use of the available tagging space.
We have implemented and analyzed the technique in the real world and hope to develop
and deploy the idea in the future.

Acknowledgements

The authors would like to thank the reviewers who have helped to improve the work
presented in this paper, and to recognise the contributions of the other Cantag authors.

References

1. R. K. Harle A. Rice, A. R. Beresford. ”cantag:. In Proceedings of the Fourth Annual IEEE In-
ternational Conference on Pervasive Computer and Communications (PerCom), Pisa, Italy,
13-17 Mar, 2006.

2. M. Billinghurst, H.Kato, and I. Poupyrev. The MagicBook: Moving seamlessly between
reality and virtuality. IEEE Computer Graphics and Applications, pages 2–4, May 2001.

3. Mark Billinghurst, Hirkazu Kato, and Ivan Poupyrev. The MagicBook—moving seamlessly
between reality and virtuality. IEEE Computer Graphics and Applications, 21(3):6–8, 2001.

4. Mark Billinghurst and Hirokazu Kato. Collaborative mixed reality. In Proceedings of the
First International Symposium on Mixed Reality, pages 261–284, 1999.
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Abstract. In the area of pervasive computing a key concept is context-
awareness. One type of context information is location information of
wireless network clients. Research in indoor localization of wireless net-
work clients based on signal strength is receiving a lot of attention. How-
ever, not much of this research is directed towards handling the issue of
adapting a signal strength based indoor localization system to the hard-
ware and software of a specific wireless network client, be it a tag, PDA
or laptop. Therefore current indoor localization systems need to be man-
ually adapted to work optimally with specific hardware and software. A
second problem is that for a specific hardware there will be more than
one driver available and they will have different properties when used for
localization. Therefore the contribution of this paper is twofold. First,
an automatic system for evaluating the fitness of a specific combination
of hardware and software is proposed. Second, an automatic system for
adapting an indoor localization system based on signal strength to the
specific hardware and software of a wireless network client is proposed.
The two contributions can then be used together to either classify a spe-
cific hardware and software as unusable for localization or to classify
them as usable and then adapt them to the signal strength based indoor
localization system.

1 Introduction

In the area of pervasive computing a key concept is context-awareness. One type
of context information is location information of wireless network clients. Such
information can be used to implement a long range of location based services.
Examples of applications are speedier assistance for security personnel, health-
care professionals or others in emergency situations and adaptive applications
that align themselves to the context of the user. The implementation of speedier
assistance could, for example, come in the form of a tag with an alarm but-
ton that, when pressed, alerts nearby persons to come to assistance. The alarm
delivered to the people nearby would contain information on where in the phys-
ical environment the alarm was raised and by whom. Applications that adapt
themselves to the context they are in are receiving a lot of attention in the area
of pervasive computing, where they can solve a number of problems. One type
of context information is location which can be used in its simplest form to
implement new services optimized based on the location information.
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Table 1. Signal strength variations

Spatial Temporal Sensor

Small-scale Movement around
one wavelength

Transient effects Different examples of
the same WRC com-
bination

Large-scale Normal movement Prolonging effects Different WRC com-
binations

One type of indoor location system, which can be used to support the above
scenarios, is systems based on signal strength measurements from an off-the-shelf
802.11 wideband radio client (WRC). The WRC can be in the form of either a
tag, phone, PDA or laptop. Such systems need to address several ways in which
the signal strength can vary. The variations can be grouped into large and small-
scale spatial, temporal, and sensor variations as shown in Table 1. The spatial
variations can be observed when a WRC is moved. Large-scale spatial variations
are what makes localization possible, because the signal strength depends on
how the signals propagate. The small-scale spatial variations are the variations
that can be observed when moving a WRC as little as one wave length. The
temporal variations are the variations that can be observed over time when a
WRC is kept at a static position. The large-scale temporal variations are the
prolonged effects observed over larger periods of time; an example is the differ-
ence between day and night where during daytime the signal strength is more
affected by people moving around and the use of different WRCs. The small-
scale temporal variations are the variations implied by quick transient effects
such as a person walking close to a WRC. The sensor variations are the varia-
tions between different WRCs. Large-scale variations are the variations between
radios, antennas, firmware, and software drivers from different manufactures.
Small-scale variations are the variations between examples of the same radio,
antenna, firmware, and software drivers from the same manufacture. The chosen
groupings are based on the results in [1, 2].

Most systems based on signal strength measurements from off-the-shelf 802.11
wideband radio clients do not address the above variations explicitly, with [1]
and [2] as exceptions. Especially the handling of sensor variations has not been
given much attention. Therefore current location systems have to be manually
adapted by the provider of the location system for each new type of WRC to
work at its best. This is not optimal considering the great number of combina-
tions of antennas, firmware, and software drivers for each radio. To the users
the large-scale sensor variation poses another problem, because the different im-
plementations of firmware and software drivers have different properties with
respect to localization. To the users it would therefore be of help if the system
could automatically evaluate if the firmware and software drivers installed could
be used for localization.

The contribution of this paper is twofold. To solve the problem of large-scale
sensor variations, an automatic system is proposed for adapting an indoor localiza-
tion system based on signal strength to the specific antenna, radio, firmware, and
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software driver of a WRC. To solve the problem of evaluating different sensors, an
automatic system for evaluating the fitness of a specific combination of antenna,
radio, firmware, and software driver is proposed. The two contributions can then
be used together to either classify a combination of antenna, radio, firmware, and
software drivers as unusable for localization or to classify them as usable and then
adapt them to the signal strength based indoor localization system.

The methods proposed for providing automatic classification and adaptation
are presented in Section 2. The results of applying these methods to 14 com-
binations of antennas, radios, firmware, and software are given in Section 3.
Afterwards the results are discussed in Section 4 and finally conclusions are
given in Section 5.

1.1 Related Work

Research in the area of indoor location systems, as surveyed in [3, 4], spans a wide
range of technologies (wideband radio, ultra-wideband radio, infrared,...), pro-
tocols (IEEE 802.11,802.15.1,...), and algorithm types (least squares, bayesian,
hidden markov models, ...). Using these elements the systems estimate the loca-
tion of wireless entities based on different types of measurements such as time,
signal strength, and angles. Systems based on off-the-shelf 802.11 wideband ra-
dio clients using signal strength measurements have received a lot of attention.
One of the first systems was RADAR [5], that applied different deterministic
mathematical models to calculate the position in coordinates of a WRC. The
mathematical models used had to be calibrated for each site where the systems
had to be used. In comparison to RADAR, later systems have used probabilistic
models instead of mathematical models. This is because a good mathematical
model which can model the volatile radio environment has not been found. As
in the case of the mathematical models in RADAR, the probabilistic models
should also be calibrated for each site. Examples of such systems determining
the coordinates of a WRC are published in [2, 6, 7, 8] and systems determining
the logical position or cell of a WRC are published in [1, 9, 10]1. Commercial
positioning systems also exist such as Ekahau [11] and PanGo [12]. In the fol-
lowing, related work is presented with respect to how the systems address the
signal strength variations introduced above.

Small-scale spatial variations are addressed by most systems using a method
to constrain how the location estimate can evolve from estimate to estimate.
The method used for the system in [7] is to average the newest estimate with
previous estimates. In [1, 6, 8, 13] more advanced methods based on constraining
the estimates using physical properties are proposed. The constraints include
both the layout of the physical environment and the likely speed by which a
WRC can move. One way these constraints can be incorporated in a probabilis-
tic model is to use a Hidden Markov Model to encode the constraints with. In [2]
another method is proposed which in the case of movement triggers a perturba-
tion technique that addresses the small-scale variations. In [14] a graph-inspired

1 The system in [9] uses the signal to noise ratio instead of the signal strength.
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solution is presented which weights measurements based on the physical dis-
tance between location estimates. Large-scale spatial variations are, as stated in
the introduction, the variation which makes indoor location system using signal
strength possible. The different methods for inferring the location are a too ex-
tensive area to cover here in detail. Some examples of different types of systems
were given above.

Small-scale temporal variations can be addressed using several techniques.
The first concerns how the probabilistic model is build from the calibration
measurements. Here several options exist: the histogram method [6, 7, 8], the
Gaussian kernel method [7], and the single Gaussian distribution [1]. The sec-
ond technique is to include several continuous measurements in the set of mea-
surements used for estimating the location. By including more measurements
quick transient effects can be overcome. This can be done as in [1, 7], where
the measurements are used as independent measurements or as in [2], where a
time-averaging technique is used together with a technique which addresses the
correlation of the measurements. Large-scale temporal variations have been ad-
dressed in [14] based on extra measurements between base stations, which were
used to determine the most appropriate radio map. In [1] a method is proposed
were a linear mapping between the WRC measurements and the radio map is
used. The parameters of this mapping can then be fitted to the characteristics
of the current environment which addresses the large-scale temporal variations.

Small-scale sensor variations have not been explicitly addressed in earlier
research. One reason for this is that the small variations between examples of-
ten are difficult to measure, because of the other variations overshadowing it.
Therefore there exist no general techniques, but possibly the techniques for the
large-scale sensor variations could be applied. For large-scale sensor variations
[1] proposed applying the same linear approximation as in the case of large-
scale temporal variations. They propose three different methods for finding the
two parameters in the linear approximation. The first method is a manual one,
where a WRC has to be taken to a couple of known locations to collect mea-
surements. For finding the parameters they propose to use the method of least
squares. The second method is a quasi-automatic one where a WRC has to
be taken to a couple of locations to collect measurements. For finding the pa-
rameters they propose using the confidence value produced when doing Markov
localization on the data and then find the parameters that maximize this value.
The third is an automatic one requiring no user intervention. Here they pro-
pose using an expectation-maximation algorithm combined with a window of
recent measurements. For the manual method they have published results which
show a gain in accuracy for three cards; for the quasi-automatic method it is
stated that the performance is comparable to that of the manual method, and
for the automatic one it is stated that it does not work as well as the two other
techniques.

The methods proposed in this paper to solve the problem of large-scale sensor
variations are a more elegant and complete solution than the method proposed
in [1]. It is more elegant, because it uses the same type of estimation technique
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for both the manual, quasi-automatic, and automatic case. It is more complete,
because it can recognize WRCs that cannot be used for localization. Also it has
been shown to work on a larger set of WRC combinations with different radios,
antennas, firmware, and software drivers.

2 Methods for Classification and Normalization

A cell based indoor localization system, such as the ones proposed in [1, 9, 10],
should estimate the probability of a WRC being in each of the cells which the
system covers. A cell is here normally a room or part of a room in larger rooms
or a section of a hallway. Formally a set S = {s1,...,sn} is a finite set of states
where each state corresponds to a cell. The state s∗ is the state of the WRC that
should be located. The location estimate of the WRC can then be denoted by a
probability vector π with each entry of the vector denoting the probability that
the WRC is in this particular state πi = P (s∗ = si).

To solve the localization problem the vector π has to be estimated, which is
addressed by infrastructure-based localization using two types of measurements.
First, there are the measurements M = {m1,...,ms} reported by the WRC, which
is to be located. Second, there is a set C = {c1,...,ct} of calibration measurements
collected prior to the launch of the location service. Each measurement is defined
as M = V × B where B = {b1,...,bk} is the set of base stations and V =
{0,...,255} is the set of signal strength values for 802.11 WRCs. The calibration
measurements are collected to overcome the difficulties in localizing clients in
the volatile indoor radio environment.

The estimation of the vector π based on the two types of measurements can
be divided into three sub-problems. The first problem is the normalization prob-
lem, which adresses how WRC-dependent measurements are transformed into
normalized measurements. The reason the measurements need to be normalized
is that otherwise they cannot be combined with the calibration measurements
which have most often not been collected by the same WRC. The next problem,
state estimation, is how the normalized measurements are transformed into a
location estimate. The last problem, tracking, is how the physical layout of the
site and prior estimates can be used to enrich the location estimate. In respect to
these problems, it is the problem of normalization made in an automatic fashion
that this paper addresses. For evaluating the proposed methods in the context
of a localization system an implementation based on the ideas in [1] without
tracking is used.

In the following sections methods are proposed for solving the problem of au-
tomatic normalization (Section 2.3-2.6) and the problem of classifying the fitness
of a WRC for localization automatically (Section 2.2). The solutions are stated
in the context of indoor localization system using signal strength measurements
from off-the-shelf 802.11 wideband radio clients. However, the solutions could be
applied to other types of radio clients which can measure signal strength values.
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2.1 Automatic Still Period Analyzer

In the proposed methods an analyzer, called an automatic still period analyzer, is
used to divide measurements into groups of measurements from single locations.
The idea behind the analyzer is that, if we can estimate if a WRC is still or
moving, we can place a group of still measurements in one location. One thing
to note here is that localization cannot be used to infer this information, because
the parameters for adapting the WRC to the localization system have not yet
been found. The still versus moving estimator applied is based on the idea in
[6] of using the variations in the signal strength to infer moving versus still
situations. To do this, the sample variation is calculated for the signal strength
measurements in a window of 20 seconds. The estimation is then based on having
training data from which distributions of the likelihood of the WRC being still or
moving at different levels of variations is constructed. To make a stable estimate
from the calculated variations and likelihood distributions a Hidden Markov
Model (HMM) is applied as estimator with the parameters proposed in [6]. To
evaluate the implemented estimator two walks were collected with the lengths of
44 minutes and 27 minutes, respectively, where the person collecting the walks
marked in the data when he was still or moving. These two walks were then used
in a simulation, where one was used as training data to construct the likelihood
distributions and the other as test data. The results were that 91% of the time
the estimator made the correct inference and with a small number of wrong
transitions between still and moving because of the HMM as experienced in [6].
However, the estimator performs even better when only looking at still periods,
because the errors experienced are often that the estimator infers moving when
the person is actually still.

The estimator used here differs in two ways with respect to the method pro-
posed in [6]. First, weighted sample variations for all base stations in range are
used instead of the sample variation for the strongest base station. This was cho-
sen because our experiments showed this to be more stable. Second, the Gaussian
kernel method is used instead of the histogram method to construct the likeli-
hood distributions. One thing to note is that the estimator does not work as
well with WRC combinations, which cache measurements or have a low update
frequency.

2.2 Fitness Classifier

Methods for classifying the fitness of a single combination of antenna, radio,
firmware, and software drivers for localization are presented. To make such a
classifier, it first has to be defined what makes a combination fit or unfit. A
good combination has some of the following characteristics: the radio has high
sensitivity so that it can see many bases, has no artificial limits in the signal
strength values, does not cache the signal strength values, and has a high update
frequency.2 On the other hand, a bad combination has low sensitivity, limits the
2 Pure technical constraints, such as cards that can not return signal strength values,

are not addressed in this paper.
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Fig. 1. Plots of signal strength measurements from different cards and base stations
at the same location

signal strength values, the signal strength values reported do not represent the
signal strength but some other measurements, such as the link quality, caches
the measurements, and has a low update frequency.

To illustrate the effects of good and bad combinations on data collected from
several WRCs, Figure 1 shows signal strength measurements for different WRCs
taken at the same location and at the same time, but for two different 802.11
base stations. On the first graph the effect of caching or low update rate for the
Netgear WG511T card can be seen, because the signal strength only changes
every five seconds. By comparing the two graphs, the effect of signal strength
values not corresponding to the actual signal strength can be seen for the Netgear
MA521 card. This is evident form the fact that the signal strength values for
the Netgear MA521 card does not change when the values reported by the other
cards change for specific base stations.

In the following it is assumed that, for evaluating the fitness of a WRC com-
bination, five minutes of measurements are available. The measurements should
be taken in an area where at least three base stations are in range at all times.
The measurements should be taken over five minutes and the WRC combination
should be placed at four different locations for around 30-60 seconds. Of course,
the techniques could be applied without these requirements. The system could,
for instance, collect measurements until it had inferred that the WRC combina-
tion had been placed at four locations. Then it would of course depend on the
use of the WRC combination when enough measurements have been collected.

To automatically evaluate the fitness of a specific combination, methods for
finding the individual faults are proposed. For caching or low update frequency
a method using a naive Bayesian estimator [15] based on the autocorrelation
coefficient is proposed. For measurements that do not correspond to the signal
strength a method using a naive Bayesian estimator based on the variations be-
tween measurements to different base stations at the same place is proposed.
For artificial limits a min/max test can be applied, but it is difficult to apply
in the five minutes scenario, because data for a longer period of time is needed.
For sensitivity a test based on the maximum number of bases can be used, but
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requires data for a longer period of time. The evaluation of the two last methods
has not been carried out and is therefore left as future work.

Caching or low update frequency. To evaluate if a combination is caching
or has a low update frequency the signal strength measurements for each base
station are treated as time series. Formally, let mt,j be the signal strength mea-
surement of time t and for base station bj . The autocorrelation coefficient[16]
rk,j is then for base station bj with lag k where mj is the mean of the signal
strength measurements for base station bj:

rk,j =
∑N−k

t=1 (mt,j − mj)(mt+k,j − mj)∑N
t=1(mt,j − mj)2

(1)

rk,j is close to 1.0 when the measurements are in perfect correlation and close to
-1.0 when in perfect anticorrelation. This can be used to detect WRC combina-
tions that are caching or has a low update frequency because the autocorrelation
coefficient will in these cases be close to 1.0. The autocorrelation coefficient is
then calculated from signal strength measurements for different base stations
and different lags. Based on initial experiments lag 1 and 2 were used in the
evaluations. These coefficients are then used with a naive Bayesian estimator to
calculate the probability of the WRC combination is caching or having a low
update frequency. To construct the likelihood function for the naive Bayesian
estimator, a training set of known good and bad combinations with respect to
caching or low update frequency are used. The examples in the training set were
classified by the author. A likelihood function constructed from the training
data used in one of the evaluations is plotted in Figure 2. The Figure shows the
likelihood for different autocorrelation coefficients that the WRC combination is
good or bad.

Measurements do not correspond to signal strength values. The best
test to determine if measurements do not correspond to signal strength mea-
surements is to calculate if the measurements at a known location correlate with
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measurements from a known good combination. However, this can not be used in
an automatic solution. Another way to automatically test this is to calculate the
average sample variation for measurements to different base stations. It is here
assumed that if the measurements do not correspond to signal strength values
they will be more equal for different base stations. One example of this is the
Netgear MA521 as shown in the plot in Figure 1.

The calculated average sample variation is used as input to a naive Bayesian
estimator. The estimator calculates the probability that a combination’s mea-
surements do not correspond to the signal strength. It is assumed in the eval-
uation that measurements are collected for at least three base stations at each
location. To construct the likelihood function for the naive Bayesian estimator, a
training set of known good and bad combinations with respect to correspondence
to signal strength is used. A likelihood function constructed from the training
data used in one of the evaluations is plotted in Figure 3. The Figure shows the
likelihood for different average sample variations that the WRC combination is
good or bad.

2.3 Normalization

In the following sections the methods proposed for normalizing the measurements
reported by WRC combinations are presented. The measurements are normal-
ized with respect to the measurements reported by the WRC combination that
was used for calibrating the deployment site of the localization system. The first
method is a manual method in which a user has to take a WRC to a number
of known locations and collect measurements. The second is a quasi-automatic
method where the user has to take the WRC to some unknown locations and
collect measurements. The third is an automatic solution where there is no need
for initial data collection, the user can just go to locations and use the WRC.
The formulation of these three types of methods is the same as in [1], however,
this work applies other techniques to solve the problems. As done in [1], it is
assumed that a linear model can be used to relate measurements from one combi-
nation to another. The reason this is a reasonable assumption is that most WRC
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combinations use a linearized scale for the reported signal strength values. For-
mally, c(i) = c1 ∗ i + c2, where c1 and c2 are two constants, i is the normalized
signal strength that can be compared with the calibration observations, and c(i)
is the signal strength of the combination.

2.4 Manual Normalization

To solve the problem of manual normalization, the method of linear least squares
[17] is used. In stead of applying this method to the individual signal strength
measurements, the mean μoi,j and the standard deviation σoi,j of the mea-
surements for some state si and base station bj are used. For the calibration
measurements also the the mean μci,j and the standard deviation σci,j of the
measurements for some state si and base station bj are used. Formally, a linear
observation model is assumed, where x is the true state, ỹ is the measurement
vector and v the measurement error:

ỹ = Hx + v (2)

To make an estimate of c1 and c2 denoted by x̂, the following definitions are
used for x̂, ỹ and H . It is assumed that a set of observations for some subset of
S denoted by 1 to r and some subset of base stations for each location denoted
by 1 to s are given.

x̂ = [c1, c2] ỹ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

μo1,1

σo1,1

...
μo1,s

σo1,s

...
μor,1

σor,1

...
μor,s

σor,s

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

μc1,1 1.0
σc1,1 0.0

...
...

μc1,s 1.0
σc1,s 0.0

...
...

μcr,1 1.0
σcr,1 0.0

...
...

μcr,s 1.0
σcr,s 0.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)

The relations between c1 and c2 and the mean and deviations comes from the
following two equations [18].

μoi,j = c1 ∗ μci,j + c2 (4)

σoi,j = c1 ∗ σci,j (5)

By using linear least squares an estimate of x̂ is found using:

x̂ = (HT H)−1HT ỹ (6)
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2.5 Quasi-automatic Normalization

To solve the problem of quasi-automatic normalization, the method of weighted
least squares [17] is used. Since the locations of the measurements are unknown
they have to be compared to all possible locations. But some locations are more
likely than others and therefore weights are use to incorporate this knowledge.
It is assumed that a set of observations for some unknown subset of S denoted
by 1 to r and some subset of base stations for each unknown location denoted
by 1 to s are given.

First ỹi and Hi are defined as:

ỹi =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

μoi,1

σoi,1

...
μoi,1

σoi,1

...
μoi,s

σoi,s

...
μoi,s

σoi,s

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Hi =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

μc1,1 1.0
σc1,1 0.0

...
...

μcn,1 1.0
σcn,1 0.0

...
...

μc1,s 1.0
σc1,s 0.0

...
...

μcn,s 1.0
σcn,s 0.0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

With these definitions x̂, ỹ and H can be defined as:

x̂ = [c1, c2] ỹ =

⎡⎢⎣ ỹ1
...
ỹr

⎤⎥⎦ H =

⎡⎢⎣H1
...

Hr

⎤⎥⎦ (8)

The weight matrix W is then defined as:

W = diag(w1,1, ..., w1,n, ..., wr,1, ..., wr,n) (9)

Two methods are proposed for the definition of wi,j , where i is an observation
set from an unknown location and j denotes a known location. The first method
is to attempt to apply bayesian localization with the ith observation set from
an unknown location and to define wi,j = πj. The second method is a com-
parison method which tries to match the means and standard deviations of the
observations and calibration observations using the following definition, where
Oi,k ∼ N (μoi,k

, σoi,k
) and Cj,k ∼ N (μcj,k

, σcj,k
), where wi,j can be defined as:

wi,j =
1
s

s∑
k=1

255∑
v=0

min(P (v − 0.5 < Oi,k < v + 0.5), P (v − 0.5 < Cj,k < v + 0.5))

(10)
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By using weighted least squares an estimate of x̂ is then found using:

x̂ = (HT WH)−1HT Wỹ (11)

2.6 Automatic Normalization

To solve the problem of automatic normalization, the automatic still period
analyzer is used. Given signal strength measurements from five minutes, the
analyzer is used to divide the data into parts which come from the same location.
These data are then used with the solution for quasi-automatic normalization.
If, however, the automatic still period analyzer is unable to make such a division
the complete set of measurements from the five minutes is used.

3 Results

In this section evaluation results are presented for the proposed methods based
on collected measurements. The measurements used in the evaluation were col-
lected in an 802.11 infrastructure installed at the Department of Computer Sci-
ence, University of Aarhus. Two types of measurements were collected, and for
both types the signal strength to all base stations in range was measured ev-
ery second. The first type was a set of calibration measurements collected using
WRC combination number 11 from Table 2. The calibration set covers 18 cells
spread out over a single floor in a office building as shown on Figure 4. The sec-
ond type of measurements were walks collected by walking a known route on the
same floor where the calibration set was collected. Each walk lasted for around 5
minutes and went through 8 of the cells; in four cells the WRC combination was
placed at a single spot, each shown as a dot in Figure 4, for around a minute.
Two walks were collected for each of the WRC combinations listed in Table 2
on different days. For collecting the measurements on devices running Windows
XP, Mac OS X or Windows Mobile 2003 SE, the Framework developed as part
of the Placelab[19] project was used. For the single WRC combination installed
on a device running Linux a shell script was used to collect the measurements.

Fig. 4. Floor layout with walking path
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Table 2. WRC combinations with classification, where Not SS means that the reported
values do not correspond to signal strength values

Product name Antenna Firmware/Driver OS Classification
1. AirPort Extreme (54 Mbps) In laptop OS provided Mac OS X (10.4) Good
2. D-Link Air DWL-660 In card D-Link 7.44.46.450 Windows XP Good
3. Fujitsu Siemens Pocket Loox 720 In PDA OS provided Windows Mobile 2003 Caching/Low Freq
4. Intel Centrino 2100 3B In laptop Intel 1.2.4.35 Windows XP Caching/Low Freq
5. Intel Centrino 2200BG In laptop Intel 9.0.2.31 Windows XP Caching/Low Freq
6. Intel Centrino 2200BG In laptop Kernel provided(ipw2200) Debian (2.6.14) Caching/Low Freq
7. Netgear MA521 In card Netgear 5.148.724.2003 Windows XP Not SS
8. Netgear WG511T In card Netgear 3.3.0.156 Windows XP Caching/Low Freq
9. Netgear WG511T (g disabled) In card Netgear 3.3.0.156 Windows XP Caching/Low Freq
10. NorthQ-9000 In dongle ZyDAS ZD1201 Windows XP Good
11. Orinoco Silver In card OS provided (7.43.0.9) Windows XP Good
12. Ralink RT2500 In dongle Ralink 2.1.10.0 Windows XP Good
13. TRENDnet TEW-226PC In card OEM 5.140.521.2003 Windows XP Not SS
14. Zcom XI-326HP+ In card Zcom 4.0.7 Windows XP Good

3.1 Classifier

To evaluate the proposed classifiers for evaluating the fitness of a WRC com-
bination for localization, the walks collected as explained above were used. In
Table 2 the different classifications for the WRC combinations are shown. These
classifications were made by the author by inspecting the measured data from
the WRC combinations.

Two evaluations were made to test if the proposed method can predict if a
WRC combination caches measurements or has a long scanning time. For the
first evaluation for each of the WRC combinations, one of the walks was used
as training data and the other as test data. This tests if the methods can make
correct predictions regardless of the influence of small and large-scale temporal
variations. The results from this evaluation are given in Table 3 and show that
the method was able to classify all WRC combinations correctly.

In the second evaluation it was tested if the method worked without being
trained with a specific WRC combination. This was done by holding out a single
WRC combination from the training set and then using this to test the method.
The results are given in Table 3 and the method were in this case also able to
classify all the WRC combinations correctly.

To test the method for predicting if a WRC combination is not returning
values corresponding to signal strength values, the same two types of evaluations
were made. The results are given in Table 3 and in this case the method was able
to classify all the WRC combinations correctly in the time case. For the holdout
evaluations there were, however, two WRC which were wrongly classified as not
returning signal strength measurements.

Table 3. Classification results

Correct Wrong

Caching/Low Freq (Time) 24 0

Caching/Low Freq (Holdout) 24 0

Correspond to Signal Strength (Time) 28 0

Correspond to Signal Strength (Holdout) 26 2
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3.2 Normalization

To evaluate the performance of the proposed methods for normalization, the
walks and calibration set collected as explained above were used. In the
evaluation of a specific WRC combination one of the walks was used to find
the normalization parameters and the other was used to test how well the WRC
combination could predict the route of the walk with normalized measurements.
In the test the location accuracy in terms of correctly estimated cells and the
average likelihood of the measurements with respect to the probabilistic model
of the localization system were collected. The probabilistic model used was
constructed from the calibration set. The average likelihood was collected to
show how close the actual measured values come to the calibration measure-
ments after they have been normalized. The average likelihoood is calculated
by averaging the likelihood for each measurement looked up in the probabilistic
model. The higher these values are the more equal the normalized measurements
are to the measurements that was used to construct the probabilistic model. The

Table 4. Results for evaluating the normalization methods with respect to localization
accuracy and average likelihood. The location accuracy given are the correct localiza-
tions in percent and the likelihoods are given in the parentheses.

All Good Caching/Low frequency

Original 32.6% (1.83%) 41.7% (2.08%) 24.5% (1.87%)

Manual 52.1% (2.80%) 73.6% (3.40%) 38.8% (2.66%)

Quasi-Automatic(Compare) 41.0% (2.13%) 56.1% (2.67%) 32.2% (1.93%)

Automatic(Bayesian) 45.7% (2.52%) 64.3% (2.81%) 33.6% (2.61%)

Automatic(Compare) 43.4% (2.20%) 55.1% (2.47%) 39.8% (2.29%)
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localization results and the average likelihood results are given in Table 4. For
single WRC combinations localization results are given in Figure 5.

The results show that the manual normalization method gives the highest gain
in localization accuracy. Among the automatic methods, the Bayesian method
gives the highest gain for all and the good WRC combinations. However, for
the caching/low frequency WRC combinations the method based on comparison
gives the best results. One reason for this is that the Bayesian method does not
work well with highly correlated measurements. The likelihood results show that
there is some correspondence between the gain in localization accuracy and the
average likelihood. However there are also exceptions as for the Caching/Low
Frequency WRC combinations, where the automatic Bayesian method gives the
highest average likelihood but has a lower accuracy than the automatic com-
parison method which has a lower average likelihood. The results in Figure 5
also highlight that the accuracy a indoor location system can achieve is highly
dependent on the WRC combination used.

4 Discussion

4.1 Application of Classifiers

The method for classifying if a WRC combination is caching or has a low update
frequency were, as presented in the result section, able to classify all combina-
tions correctly. The method for classifying if a WRC combination is not returning
values corresponding to signal strength value were, however, not able to classify
all correctly. One method for improving the last method is maybe to use another
estimator as for example a linear classifier[15].

4.2 Application of Normalizer

The results showed that the manual method made the highest improvement in
accuracy. However, the automatic method was also able to considerably improve
the accuracy. A method for addressing that the automatic method for some
cases did not give as good a result as the manual is to integrate the two. This
could for instance be done so a user of a localization system with automatic
normalization could choose to do manual normalization if the automatic method
failed to improve the accuracy. The results also showed that the two automatic
methods were best for different types of WRC combinations. A solution to this
was to use the proposed classifiers to find out what kind of automatic method
to apply. The results for normalization reported in this paper are, however, not
directly comparable to [1] because their results concerns temporal variations.
Therefore they make different assumptions about the data they use in their
evaluation.

An interesting question is, how the proposed methods perform over a longer
period of time. For instance if a location system could run normalization several
times and then try to learn the parameters over a longer period of time, some
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improvement in accuracy might be observed. To do this some sequential tech-
nique has to be designed that makes it possible to include prior estimates. Such
a technique could also be used to address large-scale temporal variations.

4.3 The Still Period Analyzer

The use of the still period analyzer solved the problem of dividing measurements
into groups from different locations. This actually made the automatic normal-
izer perform better than the quasi-automatic normalizer because noisy measure-
ments were filtered off. However, the still period analyzer also had problems with
some of the WRC combinations such as WRC combination 1 for which signal
strength values did not vary as much as for WRC combination 11, which the
still period analyzer was trained with. Also generally the caching/low frequency
WRC combinations made the period analyzer return too many measurements.
This was because the variations were too low due to the low update rate at all
times making the still period analyzer unable to divide the measurements into
different parts. A solution to these problems might be to include some iterative
step in the method so that the automatic normalization is run several times on
the measurements. This would also normalize the variations so they would be
comparable to the variations for which the still period analyzer was trained for.

4.4 The Linear Approximation

The use of a linear approximation for normalization gave good results in most
cases. However, for WRC combinations that do not report signal strength values
which are linearized, the linear approximation does not give as good results. One
example of this is WRC combination 14 which was classified as good but only
reached a location accuracy of 32% with manual normalization. The reason is
that the signal strength values reported by WRC combination 14 are not lin-
ear as can be seen on Figure 6 (Because the manufacture did not implement
a linearization step of the signal strength values in either the firmware or soft-
ware driver). To illustrate the linearity of the measurements reported by other
WRC combinations, results from WRC combination 1 have also been included
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in the Figure. The optimal match line in the Figure shows what the measure-
ments should be normalized to. To address this issue an option is to include
a linearization step in the methods for WRC combinations that do not return
linearized signal strength values, such as WRC combination number 14.

5 Conclusion

In this paper methods for classifying a WRC combination in terms of fitness
for localization and methods for automatic normalization were presented. It was
shown that the proposed classifiers were able to classify WRC combinations
correctly in 102 out of 104 cases. The proposed methods for normalization were
evaluated on 14 different WRC combinations and it was shown that manual nor-
malization performed best with a gain of 19.2% over all WRC combinations. The
method of automatically normalization was shown also able to improve the ac-
curacy with 13.1% over all WRC combinations. The applicability of the methods
for different WRC combinations and scenarios of use was also discussed. Possible
future extensions to the methods include: extending the fitness classification to
the last two cases of artificial limits and sensitivity, adding a linearization step
to the normalization methods, and make normalization iterative to address some
of the issues of applying the automatic still period analyzer.
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Abstract.  We have developed a location-aware sightseeing support system  
for visitors to KOTOHIRAGU Shrine, using only popular mobile phones 
employing the gpsOne system. Its design is not a map-based navigation system, 
but a shared virtual world system like multi-player online role-playing games. 
We conducted an experiment recruiting 29 subjects from real tourists visiting 
the shrine, who had their own compatible GPS-phones. From the survey, we 
have found that location-aware sightseeing support system using mobile phones 
can be accepted by young people, but the generation gap is wider than expected.  

1   Introduction 

As many of the readers know, Japan is in a special situation in the deployment of 
mobile phones. GSM is not available but the third generation phones are widely used. 
Au1, one of the three major mobile phone companies in Japan, employs CDMA 1X or 
CDMA WIN system and many of its terminals are equipped with the GPS function 
based on the gpsOne system2 by Qualcomm. More than 15 million GPS phones have 
already been shipped out in Japan. 

Au also provides some flat-rate packages for data packet communication. This 
means that many Japanese people can enjoy GPS-based applications without paying 
extra costs. Au is actually offering some pedestrian navigation systems and location 
tracking services for parents and their children.  

On the other hand, there are some research projects developing virtual world model 
for mobile users [1-8]. However, they adopted PDA (with an attached GPS antenna) 
or larger terminals that are not appropriate for real business. Since they are relatively 
costly and heavy, it is difficult to expect many consumers to buy such terminals and 

1  A brand name provided by KDDI. (http://au.kddi.com/) 
2  As well known, gpsOne uses location information of cellular base stations, as well as GPS. 

However, we do not pay attention to this issue in this paper.  
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walk with them. PDA is rather popular but we cannot expect that it has a GPS 
antenna. 

The difference between PDA and phones are not only in the hardware resources 
such as CPU or memory. There are more restrictions on user interfaces of phones, 
including the size of display. Application programming interfaces (API) and 
peripheral devices for phones also put restrictions on programming. For example, 
location values from GPS cannot be obtained as frequently as in the cases of PDA or 
laptop PCs. Hence we needed to develop and evaluate a system with mobile phones, 
though there have already been several evaluation results using PDA or laptop PCs by 
other researchers. 

Recently some techniques using GPS (or GSM) and other sensing technologies like 
WiFi are actively researched (e.g., [9]). However, we avoid it because WiFi is not 
available everywhere, especially in many tourists’ destinations. 

For such reasons, we started to develop a virtual world service for popular mobile 
phones in Japan, so that Japanese users can enjoy virtual world service without 
buying extra devices or paying extra costs if they already have any GPS-phone.  

According to this design policy, we have succeeded to develop a location-aware 
virtual world system “KOTOHIRAGU NAVIGATOR” to guide tourist visiting the 
KOTOHIRAGU Shrine. We have asked real tourists (not a priori recruited subjects) 
who have their own GPS-phones to use the system and collected their reaction. In this 
paper, we will describe the system outline and the evaluation by real tourists. 

2   Virtual World System Based on SpaceTag 

The outdoor shared virtual world developed by us is based on our concept of 
SpaceTag [10-13]. Our goal is to develop and deploy a system with which people can 
experience virtual worlds using their mobile phones. Each virtual world has the same 
geographical structure (with respect to latitude and longitude) with the real world. In 
other words, we can create various virtual worlds that have same geographical 
structure, and they can be overlaid onto the real world. We call it the overlaid virtual 
model (Fig. 1 [10]). A user can select and visit one (or even more) virtual worlds with 
his/her mobile terminal. 

A virtual world consists of virtual architectural objects and virtual creatures. 
Virtual architectural objects are static objects like buildings, houses, and bridges. 
Virtual creatures are dynamic objects that can move or interact with other objects, or 
with users visiting the virtual world. In other words, a virtual creature is an active 
agent that can react to stimuli from the environment and dynamically execute 
methods like giving messages to the user. They can also exchange messages with 
other agents. Sometimes we call virtual creatures just agents. 

From a user with a mobile phone, a virtual world can be seen with a perspective 
view. A far object is drawn as a small image, whereas a closer object is shown as a 
larger image. If a face of a virtual creature can be seen from the north side of the 
virtual animal, its back can be seen from its south side. Location of a user can be 
detected by the GPS embedded on the mobile phone. Hence a user can walk in the 
virtual world while he/she walks in the real world. The correspondence between the 
two worlds is based on location. 
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Real World

Virtual World2
(e.g. Historical World)

Virtual World1
(e.g. Fantasy World)overlay

Fig. 1. Overlaid Virtual Model 

We have two versions of the virtual world system: a browser-based version and a 
Brew-based version. 

The browser-based version does not need any special software on a mobile phone. 
Only a built-in browser is used. All the necessary processing for the virtual world 
system is performed at the server side. However, it is a pull information system, so a 
user should manually send a request to the server whenever he/she has moved to a 
new location, to download a new description or an image of the virtual world,. 

On the other hand, the Brew-based version needs special software based on Brew, 
at the terminal side. Brew (http://brew.qualcomm.com/brew/) is a software platform 
for mobile terminals designed by Qualcomm, Inc. With the Brew-based version, the 
graphics is dynamically redrawn [11]. It gives more satisfying user interfaces than the 
browser-based version. However, since it needs an electronic compass that is not 
popular among phones on the current market, we used the browser-based version. 

Fig. 2 shows the configuration of our virtual city system prototype. It is basically a 
client-server system. Clients are mobile phones on the Japanese market with a GPS 
function and internet accessibility.  

In Fig. 2, the server is drawn as one block, but it consists of two computers. 
Because the graphics processing needs computer power, one machine is used only for 
drawing. 

The server’s main function is to generate a static image of virtual world for each 
user. When a user accesses to the server, location parameters are attached to the 
request message by the gpsOne location server. The virtual city server can then detect 
the location of user by latitude and longitude values (“Convert (Lat, Lon) to Internal 
Parameters” module). These location parameters are converted to the internal 
coordinates, and the distance and direction of virtual objects are computed (“Compute 
Distance and Direction” module).  

The “Compute Distance and Direction” module gives a default direction to the 
“Image Generation” module. A default direction is defined as the direction in which 
the closest object exists. The user can look into another direction by selecting from a 
direction list (its flow is shown as broken arrows). In this case, a user is asked by the 
server about the direction he/she wants to see.  
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Fig. 2. System Configuration (Browser-based Version) 

Data of virtual objects are stored as LightWave 3D data files on the server. A 
LightWave file is loaded to an image generation module written by Java using Java3D 
package, and is converted to a 2D image. An image generation process is invoked by 
the servlet mechanism triggered by the user’s request. By adopting a popular tool like 
LightWave, many people will have chances to take part in the activities of authoring 
virtual city objects. However, we cannot take full advantage of LightWave, because 
complex objects with many polygons or fine textures cannot be handled by Java3D 
and phone terminals. 

In Fig. 2, two images are shown. The upper image is an example of the viewing 
mode. In this case, the generated page in HTML format containing an image of 
scenery is just sent to the user’s terminal. 

The lower image in Fig. 2 is an example of the conversation mode. A user is in this 
mode when talking with an agent. Conversation by an agent is controlled by  
the “Agent Controller” module. This module uses the Q interpreter to control the 



52 H. Tarumi et al. 

conversation. Q is a language developed by the Q consortium [14], which is a 
scenario-description language based on the Scheme language. With Q, we can easily 
define the behavior of agents. A more detailed description of the agent control 
mechanism is given in [12]. 

3   KOTOHIRAGU NAVIGATOR 

3.1   The KOTOHIRAGU Shrine 

The KOTOHIRAGU Shrine (in Kagawa Prefecture, Japan) is one of the most famous 
old shrines in Japan. It is well known with its long approaching way of stone steps. It 
has totally more than 1300 steps, but the main shrine building (HONGU) is at the 
785th step. Many of the tourists stop climbing at the main shrine building and returns. 
Tourists are coming from all over Japan and also from other countries.  

At the 365th step, there is a big gate (OOMON). Along the approaching way 
beneath the big gate there are many souvenir shops. The approaching way after the 
big gate is the official territory of the shrine, where no shops are allowed and many 
points of interest exist. We have developed to design a virtual world system between 
the big gate and the main shrine building. 

3.2   Design Concept 

The most important point is the balance between the virtual and the real world. If a 
tourist is absorbed into the virtual world, it would not be worth visiting the real shrine. 
If a tourist rarely accesses the virtual world, the virtual world service would be 
unnecessary. 

The virtual world we have designed was a partial set of copies of the real buildings, 
monuments, and trees (Fig. 3.). Users can see virtual copies on the phone’s display. 
We have totally 22 virtual copies; four of them can introduce themselves in the virtual 
world. (Fig. 4.) 

A user is accompanied by a guide agent. A guide agent is a virtual character, who 
gives a short message to the user whenever the user requests. We have defined three 
areas within the total experiment space and ten to eleven prepared sentences for each 
area. Each sentence is an area-dependent description of the shrine, or sometimes just 
an encouraging comment to the user climbing the mountain. One of the sentences is 
randomly selected and shown as the guide agent’s message. 

On the other hand, there are eleven location-dependent guide agents that look like 
SAMURAI (Japanese old soldiers) as shown in Fig. 5. They give (narrow) location-
dependent comments to tourists. For example, a SAMURAI agent gives a description 
of the nearest building. 

To encourage users, some of the location-dependent comments given by virtual 
monuments and SAMURAI agents include the number of steps to the main shrine 
building. Since they should climb up a large number of stone steps, they are strongly 
interested in the number of steps. By giving the number of remaining steps to the user, 
we expect frequent accesses to the server (Fig. 4, right.). 

With these agents and messages, we expect balanced interest of users to the real 
and virtual worlds. 



 KOTOHIRAGU NAVIGATOR: An Open Experiment of Location-Aware Service 53 

Fig. 3. Real KOTOHIRAGU Map and Overlaid Virtual Objects 
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Fig. 4. A Real Monument and Its Virtual Counterpart 

Fig. 5. A SAMURAI Agent Explaining the History of Shrine 

Another challenge for us was to encourage users to enjoy the shared virtual world 
among users. To accomplish this goal, we have designed a generation function. A 
user can generate one special agent whenever he/she likes. A special agent can be 
given a message from the user and stays at the location where it is born. This can  
be done easily by clicking “leave comment” button, selecting one of the appearances  
of the special agent, and typing a comment to leave. We designed nine kinds of 
appearances for them, each of which is an animal in the sea, like an octopus, a turtle,  
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Fig. 6. A Generated Character and Its Message 

Fig. 7. User Interface for Directions 

etc. This is just because KOTOHIRAGU enshrines the God of marine transportation. 
A special agent will give the comment from its creator to other guests it encounters. 
Hence tourists can see how other people feel at the place by the shared comment 
given from a special agent. In Fig.6 (left), a user is finding a octopus that is a special 
agent; in Fig. 6 (right), the octopus is showing a message given by a former visitor. 

3.3   Interface Design 

The most difficult problem for the interface is how to represent orientation and how to 
make users to input it. If a phone has an electronic compass that can be sensed by our 
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software, we can use it. However, only a few types of GPS-phones have compasses. 
As shown in Fig. 2, a user has to select a direction in order to change the virtual view 
to another direction.  

On past systems [11-13], “north”, “east”, “west”, etc. (eight or four directions) were 
used to indicate directions on the user interface 3 . On KOTOHIRAGU Navigator, 
however, we employed another set of expression, up, down, left, and right. “Up” means, 
of course, the climbing-up direction; other directions can be naturally understood (Fig. 
7). This design is possible since all users are always climbing up. (This system is only 
for the climbing up situation.) 

4   Development Process 

4.1   The Previous Experiment at Takamatsu Port 

In January 2005, we had another experiment that recruited 20 student subjects for 
evaluation [13]. The evaluated system was also a sightseeing-support system using the 
same concept of virtual world. The system was highly evaluated as an entertainment 
system, but we had two problems left. 

One was the balance of the virtual and the real worlds. The system rather gave 
story-following type of experiences like role-playing games, and was mostly focused 
on the virtual world. In order to challenge this problem, we have designed the current 
system as we described in section 3.2. 

Another problem was the GPS inaccuracies. As we just used the raw location data 
obtained from the gpsOne system, we sometimes had GPS errors of more than 10m, 
which confused users to find agents or buildings in the virtual world. 

On the current system, we need a more accurate location system because we have 
copies of real buildings or monuments in the virtual world that should be at the same 
location of the real ones, while only truly virtual buildings (we mean non-existing 
buildings in the real world) were given in the experiment in January. 

4.2   GPS Error Compensation 

After the January’s experiment, we conducted another experiment recruiting ten 
student subjects. We developed five location compensation algorithms and input real 
location data obtained by popular GPS-phones to each algorithm. Using modified 
location data output from each algorithm, simulated virtual scenes were computed and 
shown to the subjects. The algorithms were map-matching, moving-average, avoiding 
big jumps, etc. We have found that we need the strongest algorithm, map-matching, 
for our purpose of virtual world navigation. 

Fortunately, as the walking path of visitors to the KOTOHIRAGU Shrine is limited 
to the stone steps, map-matching can be easily implemented to the KOTOHIRAGU 
Navigator. There is only one path from the start to the goal, except the square in the 
middle and some very short branches. Thick lines in Fig. 8 are possible walking paths 
defined in the system. This data is given in the system by a bitmap image. Raw 

3  We had permitted to select one of eight directions in an earlier version, but we re-designed it 
since users preferred a simpler interface. 
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location data are also mapped on the same surface and modified to the nearest black 
dot in the bitmap image of possible paths. 

At the places where the path is straight, near OOMON for example, we are free 
from the location error in the orthogonal direction against the path, with this method. 
However, we still have an inaccuracy of five to ten meters in the direction of the path. 

There is a square in the middle of OOMON and HONGU. In the square, the 
walking path is less restricted, but not perfectly free due to some monuments and 
trees. Of course in this square and near the square, the compensation effect is weak. 
Also, if the path has a corner, the compensation result is sometimes confusing near 
the corner. We also have some places of bad condition. Fig. 9 is the worst place at the 
652nd step, where leafy trees block off radio waves from satellites and we could not 
give correct location data. 

Despite the imperfectness of compensation, we can still say that the service quality 
has been much improved compared to the January’s system. 

Fig. 8. A Map for GPS Error Compensation 

Fig. 9. The Worst Place for GPS 
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4.3   Development of Information Contents 

3D graphics and messages to users were developed by three of the co-authors for 
about two months4. They were novice users of LightWave 3D, but could successfully 
create fantastic objects. In order to use Java 3D, we needed to limit the number of 
polygons for each 3D object: to 5000 or less. 

For the development, we also needed to visit KOTOHIRAGU several times, to 
measure location values, to check GPS condition, to find interesting monuments to 
deal with in the KOTOHIRAGU Navigator, to find tourists’ typical walking paths, 
and to confirm that our system would not cause any troubles to the souvenir shops or 
other visitors. In order to develop high-quality location-oriented services, we should 
also take into account such investigation cost. 

5   Experiment with Real Tourists 

5.1   Evaluation Method 

From November 9th to 15th, 2005, totally seven days, we were staying at the entrance 
of the approaching way, which was below the first stone step. We caught tourists 
walking along the way and asked them to join our experiment. We offered them a 
book coupon of 500 yen for their cooperation. It was a hard task to find tourists who 
could accept our offer, because more than 70% of them did not have compatible 
phones and many tourists just did not like to cooperate. As KOTOHIRAGU visitors 
are mostly in senior generation, such visitors often had never used the GPS function 
nor the Internet access function, even if they had a GPS-phone. 

If a tourist accepted our offer, we gave him/her a card that only shows the URL for 
the service and some legal notices. We explained that the service area is between 
OOMON and HONGU and that the tourist could enjoy a sightseeing-guide service, 
take an accompanying agent, and talk with it. Other detailed description of the system 
was given by the system itself. Receiving little information before using the system is 
a natural situation if the service is really intended for the public. Also we needed to 
avoid taking long time for explanation before the experiment, in order to make the 
tourist agree with our sudden offer. 

Scenes in the trial sessions are shown in Fig. 10. In these photographs, models are 
not real tourists but recruited students who were asked to try this system during the 
same period of experiment. We avoided neither taking photographs of real tourists nor 
following them in order to let them use it in a natural situation. One difference 
between real tourists’ usage and Fig. 10 would be that real tourists were often in a 
group of two to five people and only one of them had a compatible phone to use our 
system. 

After 90 minutes or so, the tourists came back to us. We asked them to fill a survey 
form (two pages). We gave a book coupon to each tourist and also obtained a 
sequence of access log for each user. 

4 We are not trying to evaluate the human power for the development. Their time was not 100% 
devoted to the task. 
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Fig. 10. Scenes in the Trials. (left: beneath OOMON, right: in front of HONGU).

5.2   Results 

During the seven days experiment, totally 29 tourists (21 men and 8 women) agreed 
to participate. Twelve of them were between 25 and 30 years old, which was the most 
frequent age. Thirteen of them visited KOTOHIRAGU for the first time. 

They accessed the system 24.2 times in average, including 5.8 times of location 
acquisition. They talked with agents 7.7 times in average. 

Analysis by Age. Table 1 shows some results of survey in a four-grade scale, where 1 
is the worst and 4 is the best score. The most highly evaluated function was the 
indication of remaining steps to HONGU (question (6)). This is because there are no 
real signboards along the steps showing the number of remaining steps, although most 
climbers would like to know it. 

Location-aware description of monuments (question (1)) scored 3.18, which is not 
very good. However, its S.D. is rather large and some subjects appreciate it in their 
free comments, explicitly. This evaluation of the system varies by generation. If we 
observe only young tourists under 30 years old (17 subjects), the score is much better, 
3.56. On the other hand, tourists over 30 years old gave average score of 2.67. 
Surprisingly, the difference between generations is much wider than other 
evaluations, for example, usage understandability (question (3)). The difference is 
proved to be statistically significant by a t-test (p<0.01). On the other hand, answers 
to questions (2) to (6) did not show statistically significant difference between 
generations. Question (7) was given to obtain the total evaluation of the system. 
Answers to this question is also different between generations (statistically 
significant, p<0.01). 

The comments-sharing function was not used by all subjects because we did not 
have enough time for explanation of this function. This function was only described 
in the function description message that was shown to the user at the beginning,  
and also in the help file. Only six subjects left their comment using this function. 
However, this function was fairly well evaluated among users who experienced it. 
Example comments they left were “I have been exhausted by climbing,” and  
“You can find a stamp at the rest house.” These types of messages are what we 
expected. 
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Table 1. Results from the Survey Sheets (by Age) 

Question or Evaluation 
Target 

Total 
Average 
(N=29) 

Young Users’ 
Average 

(age <=30, 
N=17) 

Senior Users’ 
Average  
(age >30, 

N=12) 

Total S.D. 
(N=29) 

(1) Location-aware 
description of 
monuments 

3.18 3.56 2.67 0.86 

(2) Is it better than 
guidebooks or 
brochures? 

2.86 3.00 2.64 0.66 

(3) Did you understand 
how to use it? 

3.17 3.29 3.00 0.85 

(4) To leave shared 
comments 

3.10 3.21 2.86 0.62 

(5) To read shared 
comments 

3.19  3.21 3.14 0.51 

(6) Indication of the 
number of remaining 
steps 

3.59 3.69 3.44 0.59 

(7) Do you like to use a 
similar system again at 
other sightseeing 
destinations? 

3.28 3.47 3.00 0.53 

Score range: 1-4, 1 is worst, 4 is best. 

Look at the results of questions (4) and (5). The average evaluations were not so 
different, but the generation gap was wider in question (4) than question (5). The gap in 
question (4) was not statistically significant, but we can assume that younger people are 
more willing to actively communicate with others in a shared virtual world. 

Analysis by Visitor’s Experience. Table 2 shows the evaluation by visitors who 
visited KOTOHIRAGU for the first time and for the second or more times, based on 
the same data as Table 1. We could not find any statistically significant differences 
between the two groups. However, there are some interesting suggestions. 

Question (6) is supported by both groups. The number of stone steps is important 
information for visitors. From question (1), we can assume that the first-time visitors 
need more descriptions of monuments than the repeaters. On the other hand, from 
questions (4) and (5), we can assume that communication with other visitors was more 
accepted by the repeaters than the first-time visitors. These assumptions can be naturally 
understood. We can consider that repeaters need another kind of entertainment other 
than just to know the shrine itself. We assume that the repeaters evaluated questions (2) 
and (7) better than the first-time visitors, because the system provides a communication 
function. However, it is still an assumption that should be confirmed by using much 
bigger number of visitors, though it is difficult to conduct such a large-scale survey. 

We believe that different service designs for first-time visitors and for repeaters 
should be considered. 
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Table 2. Results from the Survey Sheets (by Experience) 

Question or 
Evaluation Target 

Total 
Average 
(N=29) 

Average of 
First-Time 

Visitors 
(N=13) 

Average of 
Repeaters  
(N=16) 

Total S.D. 
(N=29) 

(1) Location-aware 
description of 
monuments 

3.18 3.33 3.06 0.86 

(2) Is it better than 
guidebooks or 
brochures? 

2.86 2.75 2.94 0.66 

(4) To leave shared 
comments 

3.10 3.00 3.15 0.62 

(5) To read shared 
comments 

3.19  3.00 3.31 0.51 

(6) Indication of the 
number of 
remaining steps 

3.59 3.56 3.62 0.59 

(7) Do you like to 
use a similar 
system again at 
other sightseeing 
destinations? 

3.28 3.15 3.37 0.53 

Score range: 1-4, 1 is worst, 4 is best.

GPS Accuracy. Subjective evaluation of GPS accuracy was 2.37 in total average, 
which had not been improved from the January’s experiment, although it became 
much better in our own evaluation. We consider that this is because the subjects did 
not know the former system and it was no comparative evaluation between the two 
experiments. Subjects are always requiring more accurate location-based system. 

In order to understand the bad effects of GPS inaccuracy on the service, we have 
calculated correlation coefficients of the evaluation data. All absolute values of 
coefficients are less than 0.4. This shows that subjects recognized the GPS inaccuracy 
as an independent problem from the system’s value. 

Free Comments. In the free description on the survey sheet, they also gave negative 
comments. A popular comment was on the battery, as the GPS-related functions 
consumed energy. 

Another popular comment was that they preferred a map on the display. In our 
case, we avoided using a map to focus on the virtual world model, and also due to the 
copyright problem. This problem should simply be solved by adopting map interfaces 
in the future system. 

Some people pointed out that they felt it dangerous to use this system when they 
were on the stairways, especially when they were going down (though this system 
was just for the situation of climbing up). One of the subjects claimed that when he 
was using this system he was almost left alone from his friends. These facts suggested 
that the service was attractive enough. 
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The function of showing the number of stone steps was also appreciated in their 
free comments. Some subjects appreciated that this system gave some information 
that they did not know. From these comments, we can conclude that one of the most 
important functions is to provide information that is not on the guidebooks, brochures, 
or signboards. It seems to be a paradox, because this system would become of no 
value if such real information sources were very rich. However, handy guidebooks 
cannot be too thick. Many signboards cannot be set up, because they would spoil the 
scenery. As a conclusion, we should design the service to well balance the real and 
virtual information sources. 

6   Conclusion 

In this paper, we have introduced our location-aware system with the virtual world 
metaphor, and one of its applications, the KOTOHIRAGU Navigator. The most 
important feature of our system is that it employs only popular mobile GPS-phones on 
the market. Due to this fact, we succeeded to recruit 29 real tourists, whose 
motivation was not the evaluation of our system but sightseeing, to participate in the 
evaluation sessions.  

According to the survey, we have found that the location-aware sightseeing support 
service was accepted and appreciated by young people, in particular. The generation 
gap between senior and young people was wider than other evaluation points like 
usability.  

Virtual world functions like comments-sharing were not fully enjoyed by visitors 
because of the nature of this experiment with real tourists, i.e. very novice users, but 
were accepted by at least some of the subjects, especially visitors who visited there 
for a second or more times. 

Although our GPS error compensation mechanism was successful, the remaining 
GPS inaccuracy was still a problem. However, tourists could recognize it as a 
different problem from the information service quality. 

We have also described the development experience of ours. It should be noted that 
deep investigation of the site was necessary to develop such kind of location-aware 
information service, in order to adjust location parameters and error compensation 
functions, to find a better representation to fit the visitors’ requirements, etc. An 
appropriate balance between the real and the virtual information sources is the most 
important point in the information service design. 
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Abstract. We present a novel method for mapping and localization in indoor
environments using a wearable gesture interface. The ear-mounted FreeDigiter
device consists of an infrared proximity sensor and a dual axis accelerometer.
A user builds a topological map of a new environment by walking through the
environment wearing our device. The accelerometer is used to identify footsteps
while the proximity sensor detects doorways. While mapping an environment,
finger gestures are used to label detected doorways. Once a map is constructed,
a particle filter is employed to track a user walking through the mapped envi-
ronment while wearing the device. In this tracking mode, the device can be used
as a context-aware gesture interface by responding to finger gestures differently
according to which room the user occupies. We present experimental results for
both mapping and localization in a home environment.

1 Introduction

We are interested in quickly and automatically mapping indoor environments to fa-
cilitate context-aware wearable computing interfaces. When brought into an unknown
environment, an ideal wearable device would map the environment with little user in-
tervention and then continue to track the user’s movements throughout the constructed
map. Though the mobile robotics community has studied this same problem for decades,
many of their solutions involve sensors (e.g. laser range finders) which are either too
large, too heavy, or too expensive to be built into a wearable computer. Instead, for this
task we propose a cheap, lightweight device requiring minimal user intervention.

The device we use for this task, the FreeDigiter, was conceived as a contact-free
finger-gesture interface for mobile devices [7]. It is equipped with a dual axis ac-
celerometer and uses an infrared proximity sensor to detect numerical finger gestures.
We extend the capabilities of this interface to detect when the user has walked through a
doorway, thus enabling the construction of topological maps of new environments and
the subsequent localization of users within these environments.

The contribution of our approach is in solving the mapping and localization prob-
lems for the case of extremely sparse sensor data from inexpensive wearable hard-
ware – a situation which necessitates the development of a unique map representation
to make these tasks possible. The implications of a cheap, wearable mapping and
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Fig. 1. The FreeDigiter device is equipped with a dual axis accelerometer, an infrared proximity
sensor, and a Bluetooth radio for wireless communication. The entire device is worn like a pair
of headphones with the sensors positioned over one of the ears.

localization device go beyond domestic applications, extending to fire, rescue, and other
dangerous situations involving unknown indoor environments.

2 Related Work

In their location-recognition work, Lee and Mase [5, 4] have used wearable accelerom-
eters and other sensors to recognize when users perform specific activities and transi-
tion between known indoor locations. They use a dead reckoning approach, integrating
accelerometer data over time to build a metric map of a user’s path through an environ-
ment. While we similarly count a user’s steps, we take an otherwise different approach
by building and tracking in topological maps which capture the connectivity of an in-
door environment composed of multiple rooms.

Much work has also been done in the field of robotics on the dual problems of map-
ping and localization. Simmons and Koenig did work on mobile robot navigation in
partially observable environments in which they integrated topological maps with met-
ric information for localization purposes [10]. The augmented topological maps they
use are constructed by hand and the intended movements of the robot are known. In
contrast, we must infer the movements of the user through the environment from sensor
information and automatically construct maps of the environment.

A large portion of the robotics literature focuses on Simultaneous Localization And
Mapping (SLAM). For example, Howie Choset discusses the use of the Generalized
Voronoi Graph [2, 3], a specific topological map, for mapping and navigating in un-
known environments. This work has recently been applied to the problem of person
tracking [6] by placing sensors throughout a known environment and employing a par-
ticle filter to track multiple individuals. For tracking, we also take an approach based
on particle filtering, but we have only one sensor module, our sensors are mobile, and
we know nothing about our environment.
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Fig. 2. Raw sensor data. The three data streams include dual axis accelerometer data (top) and
proximity sensor data (bottom). The top (red) signal indicates side-to-side motion, the middle
(green) signal shows front-to-back motion, and spikes in the bottom (blue) signal indicate finger
or door detection events by the proximity sensor. All mapping and localization is performed
utilizing only these sensor readings.

3 Sensors

The FreeDigiter is equipped with a dual axis accelerometer and an infrared proximity
sensor. By processing the signals returned by each of these sensors (see Figure 2), we
are able to detect footsteps, doorways, and finger gestures.

3.1 Proximity Sensor

The proximity sensor emits infrared light and detects reflected light from objects within
a range of 10cm to 60cm. The output from the sensor is binary, indicating whether
there is or is not an object within range. Originally intended as a method for input of
numerical finger gestures, the FreeDigiter counts the number of peaks in the proximity
detector signal as a user sweeps some number of fingers past the sensor. We extend
the functionality of the proximity sensor by also detecting when a wearer has passed
through a doorway. To the sensor, the difference between a finger and a doorway is the
length of the pulse generated when each object passes (see Figure 3). Due to the high
temporal resolution of the proximity sensor (160 Hz), even differently-shaped doorways
will generate unique pulse-lengths.
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Fig. 3. The proximity sensor worn over the ear detects both a) when the user passes through a
narrow space such as a doorway and b) when the user waves any number of fingers past the sensor.
The two cases are reliably distinguished by the durations of spikes in the respective signals.
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3.2 Accelerometer

We are particularly interested in detecting when a person wearing our device has taken
a step forward. There is a large body of work in wearable computing that makes use of
accelerometers for motion analysis[1, 8]. In many cases, accelerometers are placed on
the feet or legs to extract walking data. Our device is head-mounted, and we found the
most dependable footstep information comes from the x-axis accelerometer measuring
motion perpendicular to the direction of walking (i.e. left-to-right motion ). Though the
raw data is rather noisy, it has a consistent sinusoidal motion during walking that can
be examined with a low-pass filter (see Figure 4). Each peak and trough of this signal
is a step with the left and right foot, respectively. Thus, we can define a footstep as
a zero-crossing of the first derivative of the low-pass-filtered accelerometer data. The
reliability of footstep detection provided by this method is suitable for our purposes.
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Fig. 4. The raw accelerometer data (top) for left-right motion is quite noisy. We can accurately and
reliably detect footsteps (red circles in the bottom figure) as zero-crossings of the first derivative
of the signal convolved with a Gaussian.

4 Mapping and Localization

We are interested in not only mapping an unknown indoor environment, but also in us-
ing the constructed map to track a user moving through the rooms of that environment.
Thus, we need a representation that is easy to construct from our limited stream of data
and that also has enough descriptive power to allow us to discriminate between features
of the environment. For this purpose, we make use of an augmented topological map,
similar to the maps used by Simmons and Koenig [10].

A map is represented as a set of edges E and vertices V defining a graph G =
{E, V }. Each edge is augmented with a length l (in footsteps) and an edge-specific
probability distribution over proximity sensor readings (the mean μ and variance σ of a
Gaussian). By this definition, each edge corresponds to a constant part of the environ-
ment – i.e. the world looks the same to the sensors at every point on an edge. We define
two types of edges:

1. undirected edges - Any edge Ei,j between two different doorways with vertices Vi

and Vj represents an undirected path across a room, where lEi,j is the length of the
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edge in footsteps. For undirected edges, we specify a probability distribution over
proximity sensor readings with {μEi,j = 0, σEi,j = 1} since no doorways will be
detected while traversing undirected edges inside of a room.

2. directed edges - We represent every doorway as a pair of vertices Vk and V−k

connected by two oppositely directed edges (an entrance Ek,−k and an exit E−k,k),
each having its own distribution over sensor readings parameterized by {μEk,−k

,
σEk,−k

} and {μE−k,k
, σE−k,k

}. By convention, doorway edges are one footstep
long (lEk,−k

= lE−k,k
= 1).

Given this representation, it follows that any clique of nodes in the graph G connected
solely by directed edges represents a doorway, while a room is defined as a clique of
nodes connected by undirected edges in the graph. Rooms that are “dead ends” consist
of a single edge looping back to the same vertex.

  5

  6  6

  5  11   5

  12   8

  11

  12  7

Fig. 5. Left: Topological map constructed by hand and overlaid on a metric map of our indoor
environment. Right: Augmented topological map constructed automatically by walking through
the physical environment. Each undirected black edge is labeled with edge length in footsteps.
Each blue edge is really a pair of oppositely directed edges that correspond to the two ways of
passing through a doorway, each of which is associated with its own probability distribution over
proximity sensor readings.

4.1 Mapping

To map an unknown environment, a user wearing our device walks through the environ-
ment, passing through doorways and moving between rooms that should be connected
in the graph. In building these maps, we will rely on a proximity sensor to detect and
measure doorways and use an accelerometer to determine the distance between door-
ways, as outlined in Section 3, but this is not enough. When building a topological map,
there is ambiguity in knowing when one has come back to the same place – e.g. trav-
eling in a loop, or simply exiting through a door one had entered through previously in
the opposite direction. Also note that the proximity sensor only sits on one side of the
head. Thus, it will not have seen both sides of the doorway on the way into a room, and
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Algorithm 1. Building an Augmented Topological Map
E = {} , V = {} //empty graph
while (BuildingMap)

if (ProximitySensor.DoorDetected &&
ProximitySensor.F ingerGesture) //detected and labeled door

k = ProximitySensor.Label //numerical label from finger gesture
if (Vk ∩ V = {}) //new doorway

V = V ∪ {Vk, V−k} //create vertices for new doorway
new = k

else if (V−k ∩ V = {}) //known doorway from different direction
new = −k

end if
E = E ∪ {Enew,−new} //add directed edge through doorway
μEnew,−new = ProximitySensor.Measurement //augment edge with sensor reading
lEnew,−new = 1 //augment edge with footstep length
if (E = {}) old = new //first doorway
E = E ∪ {Eold,new} //add undirected edge
lEold,new = Accelerometer.Footsteps //augment edge with footstep length
Accelerometer.Footsteps = 0
old = new

end if
if (Accelerometer.Step)Accelerometer.Footsteps + +

endwhile

the two sides of a doorway can look vastly different to the proximity sensor. Though
there are methods for inferring topology from unlabeled landmarks [9], we choose to
avoid this problem by letting the user indicate, through numerical finger gestures, labels
for each doorway after s/he passes through it. Thus, if a user waves four fingers past the
sensor after entering through the front door of a building, then when the user later exits
through that front door, s/he should also signal with four fingers, providing a unique
identifier for each doorway. Note that this user interaction is only needed during the
initial mapping phase, and not during tracking.

The underlying algorithm for building the map is described in detail by Algorithm
1. To summarize, when the the proximity sensor indicates that the user has encountered
a new doorway, we add two vertices, one directed edge, and one undirected edge to
the graph. The directed edge is augmented with the current proximity sensor reading
for the doorway, while the undirected edge is augmented with the counted number of
footsteps since the previous doorway. The only other case involves passing through a
previously mapped doorway in a different direction, in which case the algorithm pro-
ceeds in the same manner, except that the two vertices representing the doorway already
exist and do not need to be added to the graph. In this way, the graph can be constructed
incrementally in real time.

Note that Algorithm 1 deals only with the case where each doorway is visited twice
with exactly one trip in each direction, i.e. tree-structured environments with allowances
for simple loops. Relaxing this assumption leads to the possibility of doorway am-
biguities that require additional doorway-identifying input from the user (or a non-
deterministic map-building approach). Note also that learning a true distribution
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{μE, σE}over proximity sensor readings for each doorway requires walking through
the map more than once to have multiple instances of training data for each doorway.

4.2 Localization

Once we have constructed this map, we use a particle filter [11] to track the user’s
movements across the edges of the graph. Bayesian filtering is a traditional approach to
the localization problem in which, at time t, we recursively estimate the posterior distri-
bution P (Xt|Z1:t, U1:t−1) of some state Xt (the location of the user) conditioned on all
measurements Z1:t (door detections from proximity sensor readings) and control data
U1:t−1 (footstep estimates from accelerometer data) up to times t and t−1 respectively
as:

P (Xt|Z1:t, U1:t−1) = kP (Zt|Xt)
∫

Xt−1

P (Xt|Xt−1, Ut−1)P (Xt−1|Z1:t−1, U1:t−2)

We call P (Zt|Xt) the measurement model and P (Xt|Xt−1, Ut−1) the motion model.
In a particle filter formulation we maintain a number of samples, each of which is

a hypothesis about where the user is in the environment. Taken together, this set of
samples approximates the probability distribution P (Xt|Z1:t, U1:t−1) over the user’s
current state. Each sample x(i) = {e(i), r(i), d(i)} indicates a position on the map in
terms of the current edge eεE , a distance r along that edge, and a direction of motion
dε{−1, 1}. To implement tracking with the particle filter, we iteratively update each
sample’s state with the motion model, weight each sample according to the measure-
ment model, and resample a new set of particles according to these weights.

Motion Model. The motion model P (Xt|Xt−1, Ut−1) is used to predict where the user
will be in the next time step, given the previous state Xt−1 and our accelerometer read-
ings Ut−1. In sampling from the motion model we move each particle x

(i)
t−1 by adjusting

the value of r
(i)
t−1 according to a Normal distribution N (μ = d

(i)
t−1 ∗ ut−1, σ = 0.1),

where ut−1 is the number of footsteps sensed since the last time step and d
(i)
t−1 is the cur-

rent direction of the particle. If r
(i)
t > r

e
(i)
t−1

or r
(i)
t < 0 then the particle has moved off

of the previous edge e
(i)
t−1 and a new edge e

(i)
t is assigned by sampling uniformly from

all edges adjacent to the vertex which the particle overstepped. Finally, if the sample is
on an undirected edge, we reverse its direction with some small probability according
to P (d(i)

t = −d
(i)
t−1) = 0.1.

Measurement Model. The map we have constructed makes the measurement model
P (Zt|Xt) particularly simple. At each time step we get a measurement Zt which is the
pulse length of the proximity sensor’s currently observed doorway, or zero if there is
no doorway present. We simply evaluate the current doorway reading with respect to
the probability distribution that lives on each sample’s current edge, i.e. P (Zt|x(i)

t ) =
N (μ

e
(i)
t

, σ
e
(i)
t

) and weight each sample by this amount. Intuitively, if the motion model
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propagates a particle onto a directed doorway edge, it will only survive the resampling
process if the sensor’s current reading truly indicates passage through that doorway
at the current time step. Thus, particles are kept from escaping through doorways too
early, but are free to roam from edge to edge within the same room.

5 Results

To determine the feasibility of solving the tracking task with our limited sensor data, we
first evaluated the performance of each sensor individually. Note that rather than doing
computation on the wearable device, in these experiments the device communicated
wirelessly through BlueTooth to a stationary PC within range.

We tested the accuracy of the footstep detector in a home environment. Over several
minutes of data totaling 418 footsteps, the system correctly identified 407 footsteps for
an accuracy of 97.4%. In these tests, no effort was made to alter walking patterns in any
way to improve accuracy.

In an office setting, we designed an obtacle course involving a mixture of walk-
ing through doorways and performing finger gestures. Each run of the course involved
5 doorways and 7 distinct finger gestures (the gestures themselves were the numbers
1 through 7). The system recognized 58 out of 60 events correctly, including identi-
fying the correct number of fingers used in gesturing, for a total of 96.7% accuracy,
with one false positive due to a human walking too closely past the user, a clear weak-
ness of the current system. Out of the 5 runs, the final 4 had 100% accuracy, sug-
gesting that a user can learn to correct his or her errors over time while using the
device.

Given that the sensors were sufficiently accurate for our tasks, we tested both map-
ping and localization in a home environment. An apartment consisting of five rooms
with four doorways was chosen for testing. As expected, the results improved as a user
became more experienced with the sytem. Thus, to illustrate the results of our tests, we
present a representative mapping and tracking result for a single experienced user. For
the mapping task, the user was able to traverse all the rooms in under 35 seconds at a
normal walking pace and by pausing only to label each doorway with a finger gesture
before moving through the next doorway. The data from the device was sent wirelessly
via BlueTooth in realtime to a desktop computer in the same apartment. Through this
process, a topologically-correct augmented map with accurate footstep measurements
was successfully constructed (see Figure 5).

Finally, using this map just after it was constructed, the user was successfully tracked
walking around all five rooms, going through doorways on eight separate occasions. 500
particles were used during tracking. Figure 6 shows the distribution of particles at six
time slices in the tracking sequence. When no doors are observed, the distribution grows
uncertain, and the particles spread out. When a door is sensed, the distribution becomes
sharply peaked in one or two locations, and the particles are more tightly bunched. The
weighted mean location of particles amounts to a hypothesis about which room on the
map is being occupied. Accordingly, the tracking accuracy was 100% for the results
shown here from an experienced user of the system.
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Fig. 6. Tracking results. As the subject passes through three doorways in succession, the mo-
tion model propagates particles along edges according to detected footsteps, and each particle is
weighted by comparing observed and expected sensor readings.

6 Future Work and Conclusions

Weaknesses of our method include the reliance on significant differences between door-
way sensor readings and the effective inability to recover from a tracking failure at any
time when a doorway is not being sensed. These problems can be addressed by replac-
ing the binary proximity sensor with one or more analog proximity sensors to obtain
more detailed doorway measurements. In addition, since the sensors are worn on the
body, the performance of the system depends upon the behavior and skill of the user.
For example, at present, the size of a doorway is dependent upon the speed with which
it is passed through. A user who is unable to maintain a constant speed across multiple
runs will not be tracked as well as a more consistent walker. It is our hope that using
additional accelerometer data can alleviate this problem.
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The significance of our contribution here is two-fold. First, we have shown that an
inexpensive wearable device using small amounts of sensor data can be used for quick
and easy topological mapping of completely unknown environments. Second, we have
demonstrated success in tracking users across these automatically constructed maps.
Most importantly, we have illustrated the feasibility of cheap, lightweight, wearable
mapping and localization devices.
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Abstract. We present a map modelling toolkit that meets the special requirements 
of pedestrian navigation in intelligent environments. Its central component is a 
graphical editor, which supports geometric modelling of architectural ground 
plans through polygon meshes. Multiple levels and their interconnections, such as 
ramps and staircases, can be represented through the aid of layers. In order to 
support a full range of activities, from travelling to interacting with pervasive 
user interfaces, coarse models on an outdoor scale can be hierarchically refined 
by submodels on building and room scales. The XML-encoded models can be 
useful for positioning systems, referencing spatial context and for route finding 
through multi-story buildings. Besides the editor, the toolkit provides a routing 
module for pedestrian navigation. 

Keywords: geometric location modelling, pedestrian navigation, intelligent 
environment. 

1   Introduction 

Modelling the physical environment is a basic requirement for the development of a 
mobile pedestrian assistance system, especially if navigational aid has to be conveyed 
to the user. Furthermore, any intelligent environment may benefit from the ability to 
relate the location of their users and devices to features of their surrounding space. 
Due to the diversity of research conducted in the field of mobile and pervasive 
computing, current off-the-shelf products are however unlikely to meet all potential 
requirements for location modelling. During the past five years of pedestrian 
navigation system development, our own research group has indeed faced many 
limitations of existing models like CAD drawings and commercial street map data. 
Primary shortcomings exist in the form of conversion and maintenance of 
geographical data through proprietary tools and data structures. Our contribution was 
to ease the whole modelling process through the development of a new editor and 
XML-style file format, dedicated to the specific requirements of pedestrian navigation 
in indoor environments. 

The situation of a pedestrian differs from driving, since the user is not bound to 
follow paths or streets. Instead users typically cross open spaces, directly following 
their line of sight. The model has to particularly reflect this and represent places as 
polygonal objects, in contrast to commercial street map databases, which usually 
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consist only of line segments. As pedestrians spend most of their time inside buildings, 
indoor environments have to be modelled. Sophisticated architectural designs, such as 
the spiral ramp inside of the Guggenheim museum in New York, pose a challenge to 
their modelling through 2D levels, and require a solution somewhere in between the 
simplicity and complexity of two and three dimensional space. 

In order to represent the situational context of places, such as room temperature 
and inhabitants, we need to relate a symbolic model to the geometric model. There-
fore the modelling tool should allow one to reference places through symbolic names. 

Finally, we assume that we can not base our modelling activity on a single source 
of information. For some outdoor areas, highly detailed aerial photographs may be 
available. For other areas, CAD drawings with features such as the outlines of paths 
and buildings may be used. Indoors however, typically only large-scale printouts of 
architectural drawings exist. Thus the editor should allow for a partial mapping of the 
environment through multiple views at arbitrary scales and granularities, and support 
their arrangement to form a hierarchic tree-like structure. Such a ‘divide-and-conquer’ 
strategy would also ensure scalability and maintainability. 

In the following sections, we will give a brief summary of related work on location 
modelling before we motivate and introduce our toolkit. We describe how to use the 
editor and explain our routing algorithm. We close with application examples and 
conclusions. 

2   Related Work 

A survey on the state of the art of location modelling can be found in [2], which 
distinguishes five basic model types. The traditional models include physical loca-
tions in the form of geographic (latitude, longitude) coordinates, and geographical 
locations, which denote natural objects like countries, cities, and also post codes. For 
our domain, we are interested in the more abstract models: In a geometric model,
locations and located objects are represented accurately by sets of coordinate tuples in 
one or more reference systems. However, for human interaction it is more convenient 
to refer to a location by name: A symbolic model is a location directory that delivers 
meaningful information about places and their relations. Finally, the combination of a 
geometric and symbolic model is called a semi-symbolic or hybrid model. Our editor 
primarily supports the creation of geometric models that optionally include geogra-
phic coordinates, and in [7] we have outlined how to build a hybrid location model. 

The Geography Markup Language GML [3] can be used to represent abstractions 
of real-world phenomena, such as rivers, roads and buildings, as a collection of geo-
graphical features. Each feature might have simple properties, such as a name and 
classification, as well as geometry-valued properties, such as centreline coordinates. 

Recently toolkits for the prototyping and development of location-aware appli-
cations have been published, which also include geometric location modelling sup-
port. The FLAME Framework [1] for location aware modelling provides the graphical 
WorldBuilder tool to map polygonal regions. A region manager calculates overlaps 
between static and dynamic regions around objects, and a spatial relation manager 
creates events to notify the applications about changes, such as a person moving from 
one room into another. The Topiary Tool [3] is focused on the prototyping and testing 
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of location-enhanced applications. The designer uses the Active Map workspace to 
create a model of people, places and things. A background image helps the user to 
draw paths, which are used for wayfinding, and to model the boundaries of places. 
Location-dependent behaviours can be specified through scenarios and tested with 
application mockups.   

3   Motivation 

Our research aims towards a system that provides ubiquitous navigational aid for its 
users, with an emphasis on indoor environments, but which also covers outdoor 
places and routes on a large scale. This vision of a seamless indoor-outdoor 
navigation system has already been implemented as a research prototype, the BMW 
Personal Navigator (BPN) [5]. In this scenario a user can plan a route at home and 
then be instructed by the system in different situations, driving the car, walking in the 
street and inside the destination building. Whereas the BPN prototype has been quite 
successful in demonstrating the overall concept, we have learned several lessons 
about location modelling. The BPN system is based on a commercial street database, 
which has been imported into the free GIS system OpenGIS and manually extended 
by indoor route segments. This approach lacks the scalability that would be required 
for a truly ubiquitous location model, as too many buildings need to be represented 
and maintained in a single database. Since the environment model is solely based on a 
path network (which is represented as a graph) it has severe limitations for the 
pedestrian navigation domain. The suggested routes will often direct the user on a 
detour that strictly follows the modelled paths, even if it would be possible for a 
pedestrian to abbreviate the route across large places. An actual example is shown in 
Figure 1, where the dotted lines indicate the path network and the thick line shows the 
abbreviated route. Furthermore, since the GIS system’s routing module operates with 
two-dimensional geographic coordinates, it takes several workarounds to denote 
destinations in the upper floors of buildings. Inside the building, no GPS data can be 
received, so the BPN system used infrared beacons, and the position of the user was 
looked up from a database, that returns the geometric coordinates of the received 
beacon IDs (16 bit of information). The installation of the beacon infrastructure took 
several days, since no tools were available at this time to graphically model the 
position, range and orientation of the beacons. Other difficulties arose from the fact, 
that three different location models were required. Start and destination addresses are 
usually given as geographic locations (postal addresses), and have to be mapped to 
physical locations in the WGS841 coordinate system (longitude, latitude) used by 
GPS. The physical locations have to be mapped to screen coordinates (x, y) in the 
map’s texture bitmap reference system, in order to visualize the position of the user. 
Indoors, no WGS84 coordinates are known, and the paths and beacons have been 
entirely modelled in bitmap coordinates instead. The alignment of the indoor space 
with the outdoor space has been done manually and hence was error prone. Besides 
map visualization, the BPN system has been designed to convey automatically 

1 World Geodetic System 1984, Website: http://www.wgs84.com, visited 23.9.2005. 
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generated verbose instructions to the user, such as “turn right after 10 meters”. As the 
underlying location model consisted of a set of two-dimensional floor maps without 
height information, additional annotation workarounds were required to guide the user 
through the staircase (“please go up the stairs to the 2nd floor”). 

In summary, we conclude the following research issues for pedestrian navigation in 
mixed indoor/outdoor environments from our previous experiences with the BPN:

• scalability and maintainability of the underlying location model 
• polygonal representation instead of abstract line segments 
• mapping of beacons for indoor positioning 
• hybrid geographic (symbolic) and physical (geometric) location modelling 
• modelling height information 

4   A Web-Based Approach Towards Ubiquitous Location 
Modelling 

We will now describe the approach that we are currently pursuing in order to cope 
with the issues mentioned in the previous section, which has been published in [7]. 
We have decided to utilize the Web for the storage of environmental models in 
arbitrary scales and levels of detail, encoded in a XML-based language. The 
relationships between models and sub-models, for example a city quarter model and a 
building model, can be expressed through hyperlinks, so that the models form a 
hierarchic tree-like structure. The Web-based approach will ensure the scalability, 
maintainability (everyone can update his model any time), and accessibility required 
for ubiquitous pedestrian navigation. 

As we have stated before, a simple path-network is not sufficient for pedestrian 
navigation (see Figure 1), instead we have to explicitly model the outlines of entities 
such as streets, buildings, rooms or corridors through polygonal objects, using 
vertices and edges. In order to represent the slope of terrain, ramps and stairs, each 
vertex represents a coordinate in three-dimensional space.  Furthermore, each face 
may be assigned to a layer.  In order to maximize consistency and avoid intersections 
or overlapping areas, we choose a mesh structure, where polygons share their adjacent 
edges and vertices. For route finding purposes, each edge between two adjacent 
polygons is attributed by their passability to distinguish between walls and doors. An 
example is shown in Figure 2, where dots represent vertices, lines represent walls and 
dotted lines represent doors (passable edges). 

In addition to polygon objects, sometimes the mapping of navigational fixpoints, 
such as beacons or landmarks, is desired. For this reason we allow additional 
geometric primitives, such as points, spheres and sections. 

The proposed model requires a sophisticated editing tool, which allows the 
graphical manipulation of polygons and primitives in three dimensions and multiple 
layers. Furthermore, the editor has to support the creation of hyperlinks between 
models and sub-models, and to allow for the visual alignment of refinement nodes in 
the hierarchy. We also have to adapt a shortest path algorithm to exploit our 
polygonal data structure and return typical pedestrian paths, as shown in Figure 1. 
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Room 3

Room 1

Room 2

Fig. 1. Pedestrian crossing a large place Fig. 2. Modelling rooms as polygons 

5   The Map Modelling Toolkit 

The central component of our map modelling toolkit is a graphical editor, that has 
been implemented in the C# language on Microsoft’s .NET platform. A current 
release can be downloaded from [9]. The editor allows the user to trace the silhouettes 
of geographical or architectural features depicted in a backdrop bitmap image and 
thereby to create a mesh of polygonal objects. The user interface is based on the 
OpenGL 3D-graphics architecture, which enables top-down projections as well as 
perspective views, free rotation and zoom. The modelling of multi-story buildings is 
assisted through multiple layers. 

As a file format, we have chosen the XML standard to encode the model in a 
human-readable, yet easily machine-processable manner. We have written parsers in 
the C#, C++ and Java programming languages. 

Since the complexity of a model is inevitably limited by its file size, we adopt a 
‘divide-and-conquer’ strategy. Consider for example a city model A, which represents 
the outlines of some buildings, and a refinement model B, which represents the rooms 
inside one of A’s buildings. The editor allows one to graphically assign B to it’s 
outline in A by direct manipulation. The link information is stored in the header of 
model B, together with the necessary transformations (translation, scale and rotation) 
of B’s local coordinate system. Thus higher-level models may be refined, even if the 
user has no permissions to modify them directly. Browsing through nested models is 
supported through a tree window. 

As the toolkit has been designed with pedestrian navigation in mind, it includes a 
route finding module. It is able to generate routes between any two points in a model, 
which follow the line-of-sight whenever possible instead of a restrictive path network. 
Since even multi-story buildings can be represented as a single mesh, the pedestrians 
will be routed through staircases, if needed. During the modelling process, the results 
of the route finding module can be tested at any time within the editor. For the 
developers of mobile applications, the routing module’s C++ code is also available. 
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6   Using the Editor 

We will now describe step by step how the editor, as shown in Figure 3, can be used 
to model complex environments comprising outdoor areas and the interior of multi-
story buildings. The process begins with the selection of an image source that 
partially depicts the geographical or architectural features of the environment in an 
appropriate scale. In the next step, the editor allows the user to model the outlines of 
these features as a mesh of polygon objects by tracing the backdrop template. 
Additionally, navigational fixpoints can be marked using geometric primitives such as 
points or circles. If multiple levels have to be modelled, the user can create new 
layers. Finally, models of different scale can be linked together. The resulting models 
are encoded in XML. 

Perspective View Layers

Object Properties 

Menu and Toolbar 

Model Tree 

 

Fig. 3. The graphical user interface of the editor 
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6.1   Creating and Georeferencing a New Model 

The creation of a new model begins with the selection of a backdrop bitmap image, 
which should be quadratic and may have a resolution up to 2048x2048 pixels due to 
current restrictions of OpenGL textures. The image may be an aerial or satellite 
photograph, as provided by Google Maps2, or a scanned architectural plan. Once the 
image is loaded and displayed, the user is asked to place three reference points for a 
geographic coordinate system such as the WGS84 geodetic system used by GPS 
receivers. These points allow the transformation of model coordinates measured in 
pixels, into geographic coordinates measured in longitude and latitude, and vice versa. 
Additionally, a scale vector can be specified to convert between model distances 
(pixels) and real-world units (meters). If the image is not aligned to the north-south 
direction, the points of a compass can be placed on the map to indicate the orientation 
of the map. 

6.2   Drawing and Editing a Mesh of Polygonal Faces 

The editor has been designed to trace the silhouettes of geographical or architectural 
features depicted in the backdrop bitmap image and to model their shape through 
polygonal faces. The polygons should ideally completely cover the modelled area as a 
mesh, but never intersect or overlap. To achieve this, faces should share vertices and 
edges with their neighbours. When the user draws a new polygon, the cursor will snap 
to existing vertices nearby in order to reuse them. 

The user can choose at any time between a top-down projection, an isometric view 
or a perspective view and can pan, rotate and zoom into the model. The perspective 
view is useful to adjust the height of vertices to model the slope of terrain or stairs. 

Each polygon object can be given a symbolic name and type, and each edge can be 
labelled as “passable” for navigation. Connections between edges of separate but 
adjacent models, such as the wings of a building, can be established by naming these 
edges with a unique identifier. 

6.3   Using Primitives to Model Navigational Fixpoints – Support Indoor 
Positioning 

Sometimes it is desired to mark a position or spot. The editor supports three basic 
primitives:  Point (x, y), Circle (x, y, radius), and Section (x, y, radius, angle, 
orientation). Similar to polygons, they can be given a symbolic name and ID. Points 
for example can be used to map the position and MAC address of WLAN access 
points. Activation zones for location-based services can be easily defined as circles, 
and the visibility of landmarks can be defined using a section of a circle. 

6.4   Working with Layers to Model Buildings with Multiple Floors 

Buildings with multiple stories can be modelled efficiently through the concept of 
layers. These layers define new workspaces above the ground plane, which use their 

2 Google Maps Beta Website: http://www.maps.google.com, visited 23.9.2005. 
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own backdrop images, and they can be selectively shown or hidden. To avoid 
confusion, all polygon selection and manipulation operations are restricted to a single 
‘active’ layer. It is possible to add, duplicate or remove layers at any time. When new 
polygons are drawn, it is possible to snap and connect to vertices on other layers or to 
clone them by projecting their coordinates into the active layer. 

6.5   Hierarchical Modelling at Multiple Scales 

The refinement of some polygonal object, such as the outline of a building through a 
more detailed model of this area, e.g. an interior model, can be a done in three simple 
steps. First the user has to select the polygon and a refinement model. The editor now 
tries to automatically scale and rotate the refinement model according to its 
georeference points or alternatively its scale and orientation information. It is 
displayed within the larger model, and the user can now manually align the building 
model to match its outline, if necessary, as shown in Figure 4. The resulting 
correction factor can either be applied to the interior model or the refinement model, 
or stored together with the link information. The hierarchical model structure can be 
explored through a tree view window, as seen in the lower right section of Figure 3. 

Fig. 4. Refining a building object by its interior model 

7   The Route Finding Algorithm 

The route finding algorithm has been designed to return a path between any two 
points in a mesh of adjacent polygons. The route is only allowed to cross edges if they 
are annotated to be passable and should directly follow the line-of-sight unless turning 
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points are caused by obstacles like walls. We make the assumption that the turning 
points are most likely determined by corners, where two walls include an angle 
greater than 180 degrees. Thus in the first step a set of relevant points P is auto-
matically created from all these corners. We also include the endpoints of passable 
edges (such as doors) in P. The points are moved slightly from the walls to keep a 
safety distance. In the second step, a graph G(P,E) is constructed. An edge e(p,q)
exists in E if (and only if) both p and q lie inside adjacent polygons and the edge e
intersects only ‘passable’ polygon borders. Now an A* search [4] for the shortest path 
in G(P,E) is conducted where the set of edges E is build ‘on-the-fly’ during their visit 
by the algorithm to avoid an exponential growth. Due to the construction of P, the 
result might not be the ‘true’ shortest path, so we have to optimize it. In the third step, 
we try to straighten the path to follow the line-of-sight wherever it is possible. An 
example path through multiple levels is depicted in a perspective view in Figure 5. 

Fig. 5. This is an example of a planned route that includes staircases 

8   Application Examples 

In this section we will report on our experiences with the toolkit in three different 
application examples. We have modelled a three-story building and we use the system 
to represent navigational beacons. We also use it for a mobile audio guide. 



 Taking Location Modelling to New Levels 83 

8.1   Modelling a Three-Story Research Institute with Two Staircases 

In order to evaluate the usability of the rather complex three-dimensional user 
interface of the editor in a real-life example, we have completely modelled one wing 
of a three-story building, the DFKI research institute. We have scanned the original 
architectural drawings, and then the modelling of the rooms in the ground floor took a 
few hours. We spent less time on the upper floors, since a snap-on feature allows co-
pying existing points from below. Finally, connecting the floors through staircases 
requires only three new polygons each. This task has been done best in the per-
spective view. The DFKI model includes approx. 120 rooms and two staircases, see 
Figures 3, 5, and 6. It has also been linked as a refinement to a larger scale outdoor 
model of the university’s campus, where the building is represented by its outline. 

Fig. 6. Close-up of the DFKI building model Fig. 7. Modelling infrared and RFID beacons

8.2   Indoor Positioning in Intelligent Environments 

We are also using the editor in the RENA research project for a geometric model of 
an instrumented environment, as published in [8]. The model comprises two floors of 
the computer science department, and represents the boundaries of the offices and the 
positions of beacons within, which are used for our indoor positioning system. We 
have modelled both the location and identifier of RFID tags and the perception range 
of infrared beacons, as depicted in Figure 7. As the user receives these signals by their 
mobile device, the positioning service looks up their locations from the model and 
estimates the device’s position accordingly. The position is described geometrically as 
a coordinate tuple, and symbolically as the name of the room containing the position.  

8.3   Developing a Mobile Audio Guide for the Zoo 

We have recently used the toolkit to aid the development of a mobile GPS-based 
audio guide for a zoo. As the visitor reaches an activation zone around a nearby 
animal enclosure, the animal will be briefly announced by pre-recorded speech. Upon 
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reaching the animal, a detailed description is played. The zoo guide application has 
been implemented and successfully tested as shown in Figure 8. A bitmap of the zoo 
area has been provided by the land registry office, together with the required 
longitude and latitude information. We have used the editor to represent the animal 
enclosures and associated explanatory sound files with them, as shown in Figure 9. 
Support for wayfinding and indoor navigation will be integrated in the next phase. 

Fig. 8. Mobile audio guide for the zoo Fig. 9. Mapping sound activation zones 

9   Conclusions and Discussion 

We have presented a map modelling toolkit that supports the geometric modelling of 
architectural spaces as a mesh of polygonal objects with symbolic names, using a 
backdrop image as the template. The resulting data structure allows one to relate 
positions to places through their containment relation. The editor allows for the 
representation of multiple floors as well as for a ‘divide and conquer’ strategy 
through hierarchical modelling. This approach allows one to refine objects that are 
modelled at a large scale, through more detailed models at a smaller scale. The 
benefits are scalability and maintainability of such a distributed world model, and 
indoor models can inherit geographical coordinates from their parent outdoor maps. 
The toolkit also provides a route finding module, which can be used for pedestrian 
navigation. 

Regarding the visual presentation of navigational aid to the user, we propose to use 
separate models, since the requirements for a meaningful internal representation differ 
substantially from an appealing appearance on the screen. However, one could write 
an export module for the toolkit to convert the model e.g. into X3D3, and enhance it 
using a regular editor for 3D scenes. The toolkit has passed through many 
development cycles, but the overall concept has been stable from the beginning and 
proven to be useful in many situations.  

3 X3D Website: http://www.web3d.org/x3d/overview.html, visited 30.9.05. 
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Abstract. Ubiquitous computing requires ready access to information that is 
relevant to users' context – especially information relevant to their current  
location. Applications on our personal devices should be able to autonomously 
and continuously harvest the information provided at that location and interrupt 
us only when it is important to do so. Currently, client devices are designed for 
explicit querying for information rather than continuous background harvesting 
of relevant information. To enable ubiquitous access to location-specific infor-
mation, we can take advantage of the widespread deployment of WiFi net-
works. There is a wealth of location-specific information that network providers 
are willing to make publicly available to any users.  However, today's models 
for accessing wireless networks do not easily support this due primarily to con-
cerns over security and bandwidth utilization. In this paper, we present and 
compare the different methods that can be applied to solve the problem of con-
tinuous background access to location-specific information. Specifically, we 
compare client-pull and server-push models and show how tradeoffs can be 
made involving privacy, power consumption on devices, and utilization of wire-
less bandwidth. We also present three applications and discuss how the trade-
offs affect their design. 

1   Introduction 

WiFi networks are rapidly proliferating and are already available almost everywhere 
in large metropolitan areas.  WiFi access points are being installed for many reasons: 
by enterprises to support their workers, by service providers selling access to private 
subscribers, by businesses such as cafés to attract customers, and by individuals ex-
panding the uses of computing devices in their own homes.  People are becoming 
more and more accustomed to having the ability to access information from wherever 
they are and more of us are carrying WiFi enabled devices such as laptops and PDAs 
to let us access and view that information. Having access to relevant information can 
be quite empowering and can help us in innumerable ways.  For example, by giving 
us the ability to access information about the locations we visit. 
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As client devices that can use these WiFi networks proliferate, it is unlikely that 
we will want to attend to each one individually.  Explicit user interaction has been the 
norm for humans using computing devices for several decades.  However, in the fu-
ture it is highly likely that we will want to delegate many tasks to our devices and will 
want to have to pay attention to them only when something interesting is discovered 
or requires a decision [14].  Each device will be running applications that will need 
access to location or context-specific data (that may be quite dynamic) to take care of 
a background task.  They will provide users with alerts, prompts, and peripheral dis-
plays when it is important to do so.  At the very least, they will just make it easier to 
get to relevant data by pre-fetching it rather than waiting for explicit actions by the 
user.  Examples of this usage model include: information about transportation options 
(such as evolving traffic conditions between where I am and where I am going or 
when the next bus will arrive); special offers from stores in the mall I am visiting; and 
the services available in the building I am in. 

There are some issues with this model, however.  Do we really want our devices to 
autonomously connect over whatever networks they find?  Do we trust that they will 
not compromise our privacy?  How much power will they use in doing all this?  How 
much will our devices’ actions cost us in usage fees?  Managing all of this may have a 
large impact on our cognitive load (our ability to deal with decisions and parallel 
tasks) than the hoped for savings from the proactive devices and applications. 

WiFi networks are the natural choice as they are nearly ubiquitous already and 
have an infrastructure model already geared towards serving large numbers of users. 
However, WiFi has its own challenges.  Currently deployed networks require prior 
registration or payment before allowing a connection can be made.  We would have to 
develop policies to guide our devices, for example, to only connect when a particular 
service provider’s network is available.  Another approach is for wireless service 
providers to limit access to only the data associated with the location of their access 
points, thereby limiting use of available bandwidth while still providing access to 
dynamic location-specific information.  However, this may allow these providers  
to track our presence and interests and potentially violate our privacy. In crowded 
situations, so many users may be making requests for the same data (e.g., airports or 
sporting events) that the available wireless bandwidth may be saturated and more 
infrastructure required to keep customers happy.  Finally, data could just be broadcast 
in the immediate area and used by any device that can hear it.  Unfortunately, this last 
approach may require lots of data to be broadcast to users who may or may not need it 
and their devices will need to expend power as they need to filter it.  Of course, the 
broadcasting approach is also limited in that it only moves data in one direction: from 
provider to client.     

This paper makes three contributions: 

1. expand the range of location-specific information dissemination solutions avail-
able to ubiquitous information systems designers by presenting methods using ex-
isting WiFi network infrastructure, 

2. an analysis of each approach that clarifies how each uses available bandwidth and 
the implications it has for privacy and power consumption in client devices, and 

3. guidelines for system designers to use when building systems to provide such 
location-specific information dissemination services. 
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We use three applications we have prototyped to illustrate our points and show 
how we apply our guidelines.  It is important to remember that what we are interested 
in is location-specific dynamic data and we are not interested in arbitrary network 
access.  We would expect that arbitrary network access will be available as it is today.  
Our model is one of background applications that continuously and autonomously 
monitor certain conditions for their users rather than foreground applications requir-
ing explicit interactions.  An example of the former is keeping tabs on traffic condi-
tions to get a more timely warning when it is time to leave for a next appointment.  
An example of the latter is user-initiated web browsing. 

2   Implementation Approaches  

WiFi network owners are in a good position to provide location-specific information 
to users because they know the physical area within which those users are highly 
likely to be. This information can be provided either as a public service to help 
streamline visits by customers or in exchange for advertising. This parallels closely 
the signage, kiosks, and displays that are already used by many organizations on their 
premises to help visitors or attract the attention of passers-by.  

However, there are important concerns related to security and privacy that hinder 
this model from being used. On the one hand, network owners are concerned about 
the security of their network and how much bandwidth is utilized by non-paying cus-
tomers. On the other, client devices acting autonomously of their human owners may 
compromise their owner’s privacy, increase usage fees, or use too much power. 

In this section, we describe the approaches that enable WiFi networks to provide 
general-purpose location-specific information to users (even to unregistered users) 
without compromising their network security. First, we describe the client-pull ap-
proach where clients initiate the communication by asking for information. This is the 
dominant model today. Then, we describe a complementary approach, based on 
server-push, where the location-specific information services continuously broadcast 
potentially useful information without being asked to so explicitly by clients. Finally, 
we discuss what techniques we can apply to these approaches to enhance their per-
formance as well as the user experience.  

2.1   Client-Pull Approach 

Client-pull approach is also known as the client-server approach. Clients initiate the 
communication. When a client device comes under the coverage area of a WiFi net-
work, it associates itself with an access point (AP) of the network and obtains an IP 
address from the DHCP server of that network. Applications running on the client 
device can connect to the location-specific information services that they are inter-
ested in and send requests for data.  

However, network owners would not want to allow unregistered users or visitors to 
use their network without restriction. The captive portal technique [8, 9] can be used to 
restrict anonymous users’ access to only location-specific information services. A regis-
tered user can use the network to its full extent. However, anonymous devices whose 
MAC addresses are not registered with the system are only allowed to access the limited 
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set of location-specific information services. All other requests from unregistered de-
vices to other services are redirected to the network’s authentication service. 

The implementation of this approach is simple and straightforward because the cli-
ent-pull communication model is the most widely used communication model and 
many programming primitives and tools are available including web service creation 
tools. Location-specific information services can be implemented as web services. 
And, as mentioned earlier, captive portal implementations can be used to restrict 
anonymous users' network access. 

2.2   Server-Push Approach 

A complementary approach is to have the location-specific information services peri-
odically broadcast their information over the WiFi network while client devices listen 
to the information silently – without even associating with access points. Location-
specific information services broadcast their information using the standard UDP 
broadcast mechanism. Client devices set their WiFi network interfaces to monitor 
mode and listen for packets broadcast by the access points. In monitor mode, the WiFi 
network interface captures all the packets in the air. Among the captured packets, the 
client device has the burden of selecting those that carry the location-specific infor-
mation that its running applications are interested in, filtering out and ignoring all the 
other packets. 

Broadcasting is inherently unreliable because it does not provide guaranteed deliv-
ery of packets through acknowledgement and retransmission. However, periodic 
broadcasting can be considered eventually reliable because data is periodically re-
transmitted and clients can receive the missed packets in the next broadcast. To  
understand whether the broadcast approach is reliable enough to be used for dissemi-
nating information in WiFi networks, we performed an experiment with the WiFi 
network in our department’s building. The WiFi network covers the entire six story 
building (plus basement) with 71 access points, and is actively used by a community 
of 1000 people. We set up a service that periodically broadcasts its data and measured 
the packet losses. During the experiment, we did not ask people to suppress the use of 
WiFi network because we wanted to understand the broadcast packet loss rate during 
normal use of the network. The packet loss rate was less than 2 %, and in most these 
cases the client received the missed packet in the very next broadcast cycle. 

To make it easy to write services and client applications using this approach, we 
have developed a toolkit. The toolkit is composed of two parts: one for the server side 
and one for the client side. There is one server toolkit running on each broadcast-
enabled WiFi network and all the location-specific information services share the 
same server toolkit by sending it the data they want to disseminate. 

Each client device runs one instance of the client toolkit which is shared by all the 
applications in that device. The client toolkit receives all the captured packets from 
the WiFi network interface and checks the signature of the packets. If a packet is a 
broadcast packet and contains location-specific information, the toolkit parses the 
packet into an XML element and forwards it to the applications interested in the in-
formation. All the other packets are dropped right away. Applications express an 
interest in the information by registering their interest with the toolkit much as they 
would in querying a discovery service.  
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2.3   Variations of the Two Approaches 

We can enhance these two basic approaches (client-pull and server-push) by applying 
some well-known variations. Here, we discuss only two of these, one for the client-
pull approach and the other for the server-push approach. 

2.3.1   Better Privacy with Disposable MAC Address 
One of the concerns for the users in the client-pull approach is privacy. While com-
municating with a service in the network, a client device reveals its network inter-
face’s MAC address – assigned by its manufacturer. Because the MAC address  
generally remains fixed, it is relatively easy for attackers to trace the communication 
history of a client device and possibly obtain valuable private information through 
data mining and linking. To address this concern, we can use disposable MAC ad-
dresses to make it much harder for attackers to trace each device’s communication 
history [3]. An issue with this approach is the appropriate rate of change for the MAC 
address (based on time, number of requests, session duration, etc.) and the overhead 
that the change incurs in securing a new IP address and re-establishing connections. 

2.3.2   Saving Power with Index Information 
In the server-push approach, a client device sets its network interface to monitor 
mode, captures all the packets in the air, and checks the signature (and also contents, 
in some cases) of each packet. The heavier the wireless traffic is, the more power is 
consumed in processing the packets -- only to find that most of them are not of inter-
est to the applications on the client. 

The ideal would be to process only the broadcast packets that are of real interest to 
the applications. The indexing techniques used in Broadcast Disks [4] can be applied 
to help client devices selectively listen to the broadcast packets. In this technique, in 
addition to the location-specific information, an index is also periodically broadcast. 
The index information contains the timetable of the broadcast (when each location-
specific information service will broadcast its information). From the timetable, client 
devices can appropriately schedule their listening for when useful information is actu-
ally being broadcast and save power by not listening the rest of the time. 

Our broadcast toolkit supports broadcasting index information. Location-specific 
services first let the server toolkit know what kind of location-specific information 
they have and how often they want to broadcast it. The server toolkit automatically 
generates the timetable information and broadcasts it periodically to inform clients of 
what types of information is available and when. On the client side, the client toolkit 
determines when to listen for broadcast packets from the timetable information.  It 
can decide when the device can sleep and save power while ignoring packets that 
contain no data of interest and how often it should wake up and listen for updated 
information. Considering the jitter in delivery of packets in the WiFi network, the 
client toolkit needs to wake up little earlier than the scheduled arrival time of the 
packet. According to our experiment, the jitter was less than 200 ms in our WiFi net-
work. We adjusted the toolkit to wake up 200 ms before the scheduled time and listen 
for the packet for 400 ms.  

It also decides when it needs to obtain new timetable information based on the pe-
riod of the time schedule broadcast or movement to a new location (determined via 
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PlaceLab [11]).  This approach lets the client device individually control its power 
usage rather than being on a fixed schedule that may prove to be wasteful given its 
user’s interests. 

3   Analysis 

In this section, we analyze and compare the two approaches both from the client’s 
perspective and from the network owner’s perspective, discussing which approach is 
better in different situations.  This discussion can be used as a guideline for system 
designers in building their location-specific information systems. 

3.1   From the Client’s Perspective 

From the client’s point of view, the two approaches are quite different in three impor-
tant aspects: 1) privacy, 2) CPU usage, and 3) power consumption. We analyze the 
two approaches in each of the three aspects. 

3.1.1   Privacy 
As users move from place to place and communicate with location-specific informa-
tion services through potentially untrusted networks, privacy becomes a crucial issue. 
Thus, it is important to understand the privacy implications of the two approaches. To 
compare the two approaches, we borrow the notion of degree of anonymity [12] or 
degree of privacy. The degree of a client’s privacy against an attacker can be viewed 
as a continuum. On one end of the spectrum is absolute privacy, which means that the 
attacker cannot even observe that the client is receiving any information (unob-
servability). On the other end of the spectrum is no privacy meaning that the attacker 
has complete knowledge of the user and the user’s communication. In this case, the 
attacker knows the identity of the client device’s user (no pseudonymity). And, the 
attacker can observe all the packets that clients receive from services (observable). 
Also, the attacker can link the packets that a client has received (linkable). 

Absolute privacy is ensured in the server-push approach, where client devices are 
silently listening to the broadcast without associating with access points. Clients do 
not emit any packet or signal, and an attacker would not even know whether there is 
anyone actually listening to the broadcasts. 

In the client-pull approach, client devices associate with access points and send  
requests to the services using their addresses. So, attackers can observe the communi-
cation (observable). And, if a client device uses the same MAC address for its com-
munication, attackers can trace all the packets the device has received (linkable). 
However, client devices do not reveal the owner’s identity because location-specific 
information services are for anonymous users and do not require authentication (pseu-
donymity). Thus, the client’s privacy in the client-pull approach is a bit better than no 
privacy. However, should attackers obtain the user’s identity (breaking pseudomym-
ity), they can then have ready access to a significant amount of private information. 
For example, attackers can know the user’s current location, trace of locations, what 
the user is interested in, how often the user asks for particular information, etc. 

The disposable MAC address technique [3] enhances the privacy of the client-pull 
approach by limiting or eliminating linkability. Although client devices constantly 
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change their MAC addresses, attackers can still observe the communication making it 
possible to link requests using the contents of the packets (addressed to the same 
service) or exploiting that there may be just a few users in the same coverage area.  
Table 1 summarizes this section. 

Table 1. Level of privacy for each approach 

Privacy properties Degree of 
privacy Unobservability Unlinkability Pseudonymity 

Approach 

Absolute Privacy Yes Yes Yes Server-push approach 

 No Yes Yes 
Client-pull approach with 
disposable MAC address 

 No No Yes 
Client-pull approach 
(for anonymous access) 

No Privacy No No No 
Client-pull approach 
(in authenticated networks) 

3.1.2   CPU Usage 
CPU usage is important because it can affect the power consumption and also the 
number of applications that can run on a client device at any one time. We can expect 
that the server-push approach requires more CPU cycles than the client-pull approach 
because client devices have to process all the broadcast packets even if only a subset 
of them are actually of use to the client’s applications. We present our experimental 
results that show how many more CPU cycles are used by the server-push approach. 
The experiment was performed on a tablet PC (Intel Pentium M 1 GHz, 512 MB 
RAM) running Windows XP. 

Table 2. CPU usage of a client device when non-broadcast traffic increases 

Non-broadcast traffic 0 Mbps 1 Mbps 2 Mbps 3 Mbps 4 Mbps 5 Mbps 

CPU usage 0 % 1 % 2 % 3 % 4 % 5 % 

In the server-push approach, the CPU usage of a client device is affected by the to-
tal wireless traffic because client devices are set to monitor mode and capture all the 
packets in the air and process them to find out the packets containing relevant loca-
tion-specific information. However, they only need to parse the broadcast packets that 
contain location-specific information, dropping all the other packets by just checking 
the signature of the packets. Therefore, the packets that do not contain location-
specific information should not significantly affect the CPU usage of a client device. 
To see that, we measured CPU usage of a client device while increasing non-
broadcast traffic (non location-specific information traffic) from 0 Mbps to 5 Mbps. 
As seen in Table 2, non-broadcast traffic does not have a significant effect on the CPU 
usage of a client device. When non-broadcast traffic increases from 0 Mbps to 5 Mbps 
(about 50 % network utilization in 802.11b), the CPU usage increases by only 5 %. 
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However, as more location-specific information services are broadcasting their in-
formation in a network, the CPU usage of a client device in server-push approach will 
increase regardless of the amount of information that is actually used by the applica-
tions in the device because the client device needs to parse all the location-specific 
information packets to determine whether to use or not. To mitigate that effect, client 
devices can schedule their WiFi interface based on the index (time table) information. 
To see how many more CPU cycles are used by the server-push approach compared 
to the client-pull approach and how effective the WiFi interface scheduling is, we 
measured the CPU usages of a client device in client-pull mode and server-push mode 
while increasing the location-specific information broadcast traffic. In the client-pull 
approach, when there was only one client application in the client device consuming 1 
kbps location-specific information, the CPU usage was 1 %. When there were four 
applications consuming total 4 kbps of information (1 kbps each), the CPU usage 
went up to 2 %. The CPU usages for the server-push approach are shown in the graph 
in Figure 1. If the client device does not schedule its WiFi interface, the CPU  
usage increases linearly as the broadcast traffic increases regardless of the amount of 
information consumed by the applications in the device. The CPU usage for one ap-
plication consuming 1 kbps information (‘no-idx-1’ in the graph) and that for four 
applications consuming total 4 kbps information (‘no-idx-4’) are not significantly 
different. When the WiFi interface is not scheduled, the CPU usage of the server-push 
is much higher compared to the client-pull approach. However, when the client device 
schedules its WiFi interface based on the index information, the CPU usage drops 
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Fig. 1. CPU usage of a client device in server-push approach. In the label, ‘idx’ means that the 
client device schedules its WiFi interface based on index information, and ‘no-idx’ means that 
there is no scheduling of WiFi interface. The number in the label means the number of client 
applications running on the client device (each application is consuming 1 kbps information). 



94 J.H. Kang and G. Borriello 

 

significantly and becomes comparable to that of client-pull approach. The CPU usage 
in the server-push mode is higher than that in the client-pull mode by only 1 or 2 % 
(see ‘idx-1’ (1 kbps) and ‘idx-4’ (4 kbps) in the graph). 

3.1.3   Power Consumption 
As client devices are always on and powered by batteries, power consumption is be-
coming a crucial factor in the design of a complete system and it is important to un-
derstand the major factors that affect power consumption on client devices and how 
the two approaches differ in power consumption.  
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Fig. 2. Power consumption in different operation modes 

 
For both approaches we first need to understand how much power is consumed by 

using the WiFi interface continuously. Figure 2 shows the power consumption of our 
tablet PC in different operation modes. In this measurement, the tablet PC’s LCD 
screen was turned off so that we could determine the effect of the WiFi network inter-
face more accurately (also we don’t anticipate the background activities we are inter-
ested in requiring a screen to be on). In idle mode with no WiFi network interface, the 
power consumption is 6.89 W. When a WiFi network interface was connected and 
turned on, the power consumption increased by about 12% to 7.69 W. When we 
changed the WiFi network interface setting from managed mode to monitor mode, the 
power consumption did not change appreciably (7.69 W). This shows that the WiFi 
network interface does not spend more power in monitor mode although it captures all 
the packets in the air and passes them to the device driver. However, when we raised 
the CPU utilization to 100% without the WiFi network interface enabled, the power 
consumption went up to 11.49 W (a 67% increase). This indicates that the CPU usage 
is the major factor in power consumption and that it is very important to reduce over-
all CPU usage to save power. We performed the same experiment with an iPAQ and 
got a similar result. Our conclusion is that power consumption is more dependent on 
CPU usage than on the network interface.  Thus, the server-push approach is compa-
rable to the client-pull approach in terms of power consumption when their CPU  
usage is similar. 

I: idle with no WiFi card 
I-W: idle with WiFi card on 
I-WM: idle with WiFi monitor mode 
B: busy with no WiFi card 
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3.2   From the Network Owners’ Perspective  

From the network owners’ point of view, bandwidth usage and ease of deployment 
are the main concerns. We discuss these two issues here. 

3.2.1   Bandwidth Usage 
Network owners naturally prefer the approach that uses less bandwidth as it allows 
them to provide services to more clients. Intuitively, the client-pull approach is better 
when there are fewer clients, and the server-push approach is better when there are 
more clients. Now, we formally analyze both approaches in terms of bandwidth usage 
and calculate the tradeoff point. 

We analyze the bandwidth consumption of one service here. It can easily be ex-
trapolated to the case where multiple services are sharing the wireless bandwidth. 
Usually, a service has multiple data items, and a client needs only one of them. For 
example, consider a bus information service that provides bus arrival information at a 
particular bus stop. The service has the arrival information for all the buses serving 
the stop.  However, a user at the bus stop is usually only interested in the one specific 
bus that she is waiting for.  

The bandwidth consumption of a service in the client-pull approach (BC) and in the 
server-push approach (BS) can be described as follows: 

CCDC ROBB ×+= )(                                                   (1) 

SDDS RNBB ××=                                (2) 

In the above equations, BD is the average size of each data item, OC is the TCP 
connection overhead in the client-pull approach (which is approximately 300 bytes 
from our experiment), ND is the number of different data items in the service, RC is the 
data request rate in the client-pull approach, and RS is the broadcast rate in the server-
push approach. In the client-pull approach, when a client wants to receive a data item, 
it establishes a TCP connection (OC) to a service and requests the data item. The ser-
vice then sends back only the data item (BD) specified by the request. Whereas, in the 
server-push approach, each broadcast packet includes all the data items (BD×ND) in 
the service. The overhead is negligible because no connection is required to broadcast 
packets. In the bus information service example, a client in the client-pull approach 
asks for the bus arrival information for only that one bus that the user is waiting for. 
However, in the server-push approach, the service broadcasts multiple (ND) bus arri-
val data for all the buses serving that bus stop.  

The request rate (RC) and the broadcast rate (RS) are dependent on how often data 
changes (TD), how long a user stays in the location on average (TU), and the arrival 
rate of users (RU, how many users are entering the location in a unit time). The ideal 
request rate (RC) and broadcast rate (RS) can be described as follows: 
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When the average time that a user stays in the location is shorter than the time in-
terval that the information changes (TU < TD), a user has to receive the information 
only once while they are at that location. In the client-pull approach, each user re-
quests the information only once at that location, and RC is equal to the arrival rate RU. 
In the server-push approach, for each user to receive the information once, the infor-
mation must be broadcast periodically every TU.  

In the case where the information changes once or more while a user stays in that 
location (TU  TD), the user must receive updated information at a useful frequency 
appropriate for their application (e.g., every 15 seconds for bus arrivals, every 5 min-
utes for flight departures). In the client-pull approach, each user requests the informa-
tion TU / TD times while she is in the location, and RC becomes RU × (TU / TD). In the 
server-push approach, the information is broadcast every time the information is up-
dated, and RS becomes 1 / TD. 

From the above equations, we can determine which approach is better in terms of 
bandwidth usage. The client-pull approach is better if BC < BS. If we substitute equa-
tions (3) and (4) into equations (1) and (2), we can conclude that the client-pull ap-
proach is better if (BD+ 300 bytes) × (RU × TU ) < BD × ND both when TU < TD and 
when TU  TD. The expression RU × TU is basically the average number of people in 
the location at a single moment. Thus, the client-pull approach is better when the 
number of people in the location is small and the number of different data items that 
are provided by the service is large. On the other hand, if the number of people is 
large and the number of data items is small, the server-push approach is better.  This 
is basically what we expected from our intuition that server-push is better when there 
are a lot of listeners and they find the information useful. This analysis provides us an 
idea of where the break even point is for the two approaches.  

3.2.2   Ease of Deployment 
Both of the approaches can be deployed in the existing WiFi network infrastructures 
without additional hardware costs. The only additional software component is the 
captive portal for the client-pull approach which may need to be installed on each AP.  
The server-push approach does not require any other software component.  However, 
in WiFi networks with more than one AP, the server-push approach may need the 
ability to have each AP broadcast different data to get better location resolution. 

In environments without existing wireless infrastructure, the server-push approach 
can be deployed more easily. The client-pull approach requires an access point that 
clients can associate themselves with and a DHCP server that can assign IP addresses 
to the clients. On the contrary, the server-push approach does not require these ser-
vices. At a minimum, all it requires is a computer equipped with a WiFi network 
interface that can emit broadcast packets without even requiring an access point.  
Because clients use monitor mode, they can receive the packets without an AP or a 
DHCP server. Of course, in the client-pull approach, we could also use the same 
computer to deploy all the required service components. In that case, the WiFi net-
work interface is set to master mode and functions as an access point with a DHCP 
server running on the same machine. However, it is more cumbersome than using the 
machine for the server-push and has inherent security concerns. 
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4   Applications 

In this section, we describe some applications that we have prototyped and discuss 
how we can apply the results outlined above in designing them. 

4.1   Bus Stop Information Service 

We have prototyped a system to disseminate bus schedule information near bus stops. 
Some bus stops in our city already provide bus arrival information using scrolling 
LED display. However, the LED display can display only a minimal amount of in-
formation and its cost is prohibitive, limiting deployment to only the busiest bus 
stops. Moreover, vandalism has already claimed at least two of the dozen displays 
installed so far. 

Our bus information service provides real-time bus information, gathered by our 
local bus service agency, to riders at or near a bus stop over a local wireless network.  
As a user approaches a bus stop, the bus information client application running on the 
user’s device starts receiving the real-time bus status information from the bus stop 
information service through a WiFi access point near the bus stop. The client applica-
tion checks the status of the bus that the user is likely to be interested in (from prefer-
ences set earlier or from inference as to where they may be heading [10]) and alerts 
the user when the bus is coming near or simply provides a display of estimated time 
of arrival (Figure 3). This application allows the user to read her book or newspaper 
inside a shelter or get a cup of coffee without constantly checking if the bus is com-
ing. The client application can also show the list of all the buses coming to the bus 
stop with their estimated arrival times and destinations. 

 

Fig. 3. Screenshot of the bus stop information application 



98 J.H. Kang and G. Borriello 

 

In designing this service, the bandwidth usage was the main issue. So, we applied 
the analysis result from section 3.2.1 to the design of the service. The bandwidth us-
age of the service depends on how many different buses are serving the bus stop and 
how popular the bus stop is. The bus stop where we installed and tested the service 
has 8 different bus lines, and the size of the bus arrival information for each bus is 
about 100 bytes. If we substitute these numbers into the equation from section 3.2.1, 
the number of different data items (ND) is 8, and the average size of each data item 
(BD) is 100 bytes. Thus, the client-pull approach is better when (RU × TU) < 2. In 
other words, the client-pull approach consumes less bandwidth when the number of 
people in the bus stop at a single moment is less than two. Otherwise, the server-push 
approach is better in terms of bandwidth usage. 

To verify the result we obtained from the equation, we performed an experiment 
and measured the bandwidth usage while varying the number of users. Figure 4 shows 
the experiment result. The bus information changes every 15 seconds. So, in the cli-
ent-pull approach, clients request information every 15 seconds. And, in the server-
push approach, the service broadcasts the bus arrival information every 15 seconds.  
The bandwidth usage of the server-push approach remains the same regardless of the 
number of users. In the client-pull approach, the bandwidth usage increases with the 
number of users. And, as predicted by the equation, when there are more than two 
users in the bus stop, the server-push approach uses less bandwidth. As the bus stop 
has about 5 people waiting at any one time on average and up to 45 people during 
peak hours, the server-push approach is a better choice for this application. 
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Fig. 4. Bandwidth usage of the bus stop information service 

4.2   On-Bus Trip Assistant 

In addition to the bus stop information service, we are working with our city bus ad-
ministration to create an application to guide handicapped users along a pre-planned 
route. A typical bus rider has the goal of getting from a start location to a destination 
by riding one or more buses. Sometimes this goal takes the form of a routine daily 
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commute while other trips might be one’s first attempt to negotiate the bus system.  In  
any of these cases, bus riders are interested in knowing the status of the remaining trip 
segments along one’s route. Schedule information and planned route may be pre-
loaded on the user’s device. However, riders want to know real-time information such 
as when they will be getting to the stop at which they need to disembark and how long 
they can expect to wait for the next bus to arrive. These needs are even greater for bus 
riders with sight impairment or limited mobility. 

We have built a prototype system for guiding a rider through a pre-planned bus 
trip. Our initial target users are special needs individuals who require assistance using 
the bus system. Users or their caregivers plan their bus trip at home using an online 
web tool and download the trip information into a PDA. The trip assistant application 
running on the PDA guides them through each bus they need to take sequentially. 
Users can either look at an overview of all the buses they need to take and their cur-
rent status or find out about their next bus transfer. The real-time information that the 
client application needs is provided by a service running on the bus’s on-board com-
puter. The information includes what bus stops the bus will be reaching in the next 
few minutes, what transfer opportunities are available at those stops, and how long it 
will be before those buses arrive to pick up the user (Figure 5). 

The main concern in developing this system is the deployment of the real-time in-
formation service inside each bus (as discussed in section 3.2.2). Inside a bus, we do 
not have enough computing and communication resources. In our case, each bus has a 
computer equipped with a WiFi network interface and a GPRS modem. The GRPS 
modem is for connecting to a central server at the bus service agency that provides  
the real-time status information. The WiFi network interface is for communicating  
 

 

Fig. 5. Screenshot of on-bus trip assistant application 
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with client devices inside the bus. We chose the server-push approach because this 
approach works better than the client-pull approach with this limited resource. We 
configured the computer to be a peer-to-peer node so that the service can broadcast the 
information without requiring an access point or a DHCP server. Client devices can 
listen to the broadcast information in monitor mode without the requirement to associate 
with an AP or obtain an IP address from a DHCP server.  Furthermore, the bus does not 
track or authenticate the user thereby not compromising the person’s privacy. 

4.3   Room-Level Location Sensing System 

We have recently developed a room-level location sensing infrastructure that uses 
WiFi and ultrasound together to help client devices determine the particular room 
they are in rather than a coordinate [1]. The system works as follows. A packet is 
broadcast to the local area announcing that a particular room (which includes specific 
resources such as URL, room number, floor, owner, phone number, etc.) will soon 
generate a short ultrasound pulse. We use a PC with standard speakers to generate this 
ultrasound chirp within the room (bounded by its walls). The client device first hears 
the WiFi broadcast packet and then checks if it also hears the ultrasound chirp within 
the specific window of time allocated to that room that was broadcast as part of the 
schedule. If it does, then it must be in the same room. If it doesn’t, then it must be in 
another room within WiFi range. 

We have used the server-push approach in designing this system for two main rea-
sons. First, we wanted to provide the location information without infringing on us-
ers’ privacy (as discussed in section 3.1.1). Second, the server-push approach is much 
better than the client-pull approach in terms of bandwidth usage. All the clients need 
to receive the location announcement packets (ND equals 1) and the broadcast ap-
proach saves bandwidth if there is more than one user in the area (a common situa-
tion). In our building, one AP covers about 10 rooms and broadcasts announcement 
packets every 5 seconds. And, the size of an announcement packet is about 10 kbit  
(1 kbit for each room) (BD = 10kbit). Thus, the bandwidth usage (BS) is 2 kbps. If we 
used the client-pull approach, the bandwidth usage (BC) would be 2.48 kbps (=2kbps 
+ 0.48kbps (OC)) multiplied by the number of users under one AP’s coverage area.   

5   Related Work 

There are many systems that implement the idea of ubiquitous access to location-
specific information. In such systems, as a user moves around, the user’s applications 
obtain information relevant to their context, especially to their location, from various 
types of nearby wireless base stations. WiFi is the most commonly used wireless 
medium with Lancaster’s Guide [2] as one of the earliest examples. This system was 
designed to provide visitors to the city with tour guide information by using WiFi 
access points to broadcast mostly static web pages that were frequently accessed by 
users in the coverage area.  

Cooltown [5] uses infrared beacons to implement location (or object) specific in-
formation access. However, the infrared beacons attached to objects emit only URLs 
for the actual information, and the information itself has to be accessed through other 
networks.  
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Wristwatch devices such as Microsoft’s SPOT (Smart Personal Object Technol-
ogy) [13] receives data such as news stories, local weather forecasts, and traffic  
updates broadcast over the sidebands of FM radio stations. Their approach is an ex-
cellent example of the server-push approach in that they are using the existing wire-
less infrastructure to transmit data that could be interesting to many people. However, 
their location resolution is quite coarse because they use FM radio. Thus, it is difficult 
to provide finer grain information to users [6].  

Similar to SPOT is the cell broadcasting in cellular network. Cell broadcasting al-
lows text messages to be broadcast to all cell phones in a specified geographical area. 
Different types of information (emergency alert, weather, etc.) can be broadcast on dif-
ferent channels, and subscribers can listen to the only channels that they are interested. 

6   Conclusion and Future Work 

In this paper, we presented two methods – client-pull and server-push – that allow 
WiFi network owners to provide location-specific information to any users through 
their networks without compromising the security of their networks. We also ana-
lyzed the two methods from various aspects including privacy, power consumption on 
client devices, and wireless bandwidth usage. The server-push approach is a better 
choice when privacy is the main concern. In terms of power consumption, both ap-
proaches are comparable. The server-push approach uses less bandwidth when there 
many users with the same interests gathered in the same area. The three applications 
we described shows how this analysis can be applied to designing location-specific 
information dissemination systems with existing WiFi networks. 

We are now working on the client toolkit that can switch between client-pull mode 
and server-push mode autonomously without affecting the applications. Different 
network owners may provide the same type of information using different approaches 
and as the user moves about, their client will need to dynamically adapt. We are also 
developing other interesting applications that require an access to location or context-
specific information with existing WiFi networks. One class of application is about 
automatically associating a user’s client device with the object that the user is cur-
rently operating. For specific example, in a fitness center, each treadmill is equipped 
with an acceleration sensor. And, a service running inside the WiFi network of the 
fitness center can provide the current acceleration data of each treadmill to client 
applications. While a user is exercising on a treadmill, the user’s exercise application 
determines which treadmill is best correlated to the user’s sensors records the detailed 
settings of the treadmill for the user’s exercise history [7]. 
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Abstract. In mobile scenarios, privacy is an aspect of growing impor-
tance. In order to avoid the creation of movement profiles, participating
nodes change their identifying properties on a regular basis in order to
hide their identities and stay anonymous. The drawback of this action is
that nodes which previously had a connection have no means to recognise
this fact. A complete re-authentication would be necessary – if possible
at all.

This paper discusses this new problem and proposes two possible so-
lutions for re-identification of anonymous nodes, one based on symmetric
encryption and one based on secure hashes.

1 Introduction

Information on a device’s context – especially its location – offers a huge va-
riety of interesting new applications. As a drawback, the same information in
the wrong hands poses a threat to the users’ privacy: It enables a malicious
observer to track a user’s movements; more detailed context information allows
an attacker to infer additional personal data like personal habits.

As a consequence, privacy aspects have been addressed in several publica-
tions; naturally, location privacy has been the main issue. In order to defeat an
attacker trying to track someone, most of these proposals suggest anonymisation
of electronic device identity, i.e. make a device indistinguishable from others. A
drawback of this measure is that the devices lose (probably very interesting)
context information: The devices can no longer distinguish between nodes in
their neighbourhood that they have met before and foreign ones. Our goal is
to mitigate this disadvantage in order to allow scenarios analogous to the one
described in the next section.

1.1 In the Real World...

In an environment without electronic surveillance, everybody is able to act with a
reasonable amount of privacy. Imagine yourself walking through a crowded mall.
You can stop at shops, browse through the goods for sale, and buy whatever you
like. If you pay in cash, you will leave no trace of your transaction, and if the
mall is visited by enough people, the shop owners (as well as the other customers
in the hallways) won’t remember you.

On the other hand, when you walk through the hallway, you might suddenly
recognise a known face - just like ”isn’t that the guy I met on the party last

M. Hazas, J. Krumm, and T. Strang (Eds.): LoCA 2006, LNCS 3987, pp. 103–115, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



104 S. Schlott, F. Kargl, and M. Weber

week?”. To everyone else, he is just another visitor of the mall; but you can
single him out of the mass.

A digital representation of scenarios like the one described above can prove
very useful in ubiquitous computing scenarios (e.g. allowing your colleague’s
PDA to re-identify your PDA for data exchange). But due to the possibility of
automatic mass-surveillance, care has to be taken not to violate the individuals’
privacy.

1.2 ...and Its Electronic Companion

The users’ privacy is an important aspect in almost all distributed systems. In
a ubiquitous scenario, privacy becomes even more important: As the miniature
computers blend with everyday items, the users are no longer aware of potential
threats to their privacy [1]. Some of these items will be carried around all day.

This rises the question of location privacy: How can users interact with (prob-
ably location-based) services while denying them the chance to create movement
profiles? A first step toward the circumvention of movement profiles is to con-
stantly change one’s identifying attributes [2, 3].

In some cases however, this behaviour bears several disadvantages: Connecting
to a known node requires knowledge of its current pseudonym. Solutions which
have been discussed include a trusted relay [4], similar to the home location
register of mobile IP [5].

There may be several reasons why other solutions would be preferable. First,
in scenarios without any infrastructure or reliable Internet connection, this ap-
proach is unusable for obvious reasons. Further, it requires a service provider
which the user is obliged to trust. Depending on the scenario, a local solution
(i.e. without the involvement of a third party) may be more efficient. Finally, a
protocol which does not rely on a third party may be employed in a wide variety
of different contexts, e.g. in anonymous peer-to-peer overlay networks.

2 Scenario

In our scenario, we allow for nodes with different processing capabilities. Some
nodes may be battery-powered and be equipped with very little CPU power. A
very popular example are the MICA Motes [6], which are powered by 4 – 8 MHz
8-bit microcontrollers.

Regarding the limited capacity of memory and processing power, the use of
public key cryptography becomes next to impractical: Even in an optimised
implementation [7], a single RSA decryption operation takes up to 22 seconds.
Therefore, costly algorithms like RSA should be substituted by less demanding
public key schemes (like elliptic curves) and should be used sparsely.

2.1 Prerequisites and Goals

The goal is to design a protocol which represents a digital equivalent of the
scenario depicted in the motivation section. The protocol should enable nodes



Re-identifying Anonymous Nodes 105

to re-identify each other when meeting again. We assume that they met before
and had the chance to communicate over a secure channel. Note that this does
not imply that the nodes needed to authenticate each other: There is no need
to exchange names or other identifiers during this first step. It is possible to
re-identify another subject and only know that it is the same entity that you
met at an earlier time.

As mentioned above, privacy is of great concern. Thus the protocol has to
cope with the fact that an entity has no clue who its counterpart is (and vice
versa). No part of the protocol must reveal any clue on the identity of the nodes.
In case of a successful negotiation, both nodes should re-identify each other;
otherwise, neither should gain information on the other node.

2.2 Anonymity

The definition of the term ”anonymity” tends to differ depending on the litera-
ture. Since the year 2000, Pfitzmann et. al. are trying to fix a precise definition
[8]. In their ongoing work [9], they define anonymity as ”the state of being not
identifiable within a set of subjects (the anonymity set)”. This is sometimes
referred as k-anonymity (with k being the size of the set of subjects).

We assume that nodes change their identifying attributes on a regular ba-
sis, either after a given time or after a completed communication with another
node [10]. In the following, we call the union of these identifying attributes the
node’s pseudonym.

The pseudonyms chosenby the nodes are supposed to be random. This results in
unlinkable IDs, i.e.apseudonymgives anobserverno clueon the futurepseudonym.

2.3 The Attacker

In the following considerations, we assume an attacker according to the classic
Dolev-Yao model [11]. This adversary has full control over the network, i.e. he can
generate, modify, or delete messages. Side channels (like timing, etc.) are more
difficult to deal with. Side channel attacks are a threat with a wide variety of
possibilities, making a formal evaluation impossible. Some possible side channels
will be discussed informally later in the paper.

3 Related Work

The fundamental privacy problem from a non-technological point of view is
discussed in [1]. In [8], the authors define a terminology for privacy-related facts.
Several works on security in ubiquitous computing also point out specific privacy
issues [12, 13].

Classic identification schemes cope with the problem of certifying the identity
of a communication partner; neither the observed communication nor the data ob-
tained when being part of the protocol may be usable for impersonation [14, p. 283].

Well-known algorithms like Schnorr’s scheme [15] fulfil these requirements.
Since anonymity is a new requirement, these protocols do not regard this fact,
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requiring the participants to disclose their identity (which later will be verified)
in the course of the protocol.

In the context of location-based services, privacy issues are being discussed.
Most approaches rely on some kind of mix net; the concept of mix nets was first
introduced by David Chaum in [16]. The Mist routing infrastructure [4] employs
such a network in order to allow untraceable use of location-based services. In
[17], Kölsch et. al. suggest a single trusted intermediary for anonymising requests
to services. To further increase the amount of privacy, several authors (e.g. [18])
suggest controlling the granularity and precision of the data given to a service.
In the context described in the introduction, these approaches suffer from several
drawbacks: First, they require a given infrastructure, which provides anonymity.
Second, the resolution of the pseudonyms of nodes in the neighbourhood could
be integrated in these designs, but this would require a single trusted entity
knowing all node positions.

The usage of zero-knowledge protocols [19] is an obvious thought. However,
most zero-knowledge protocols are interactive protocols using several rounds;
many involve complex computing operations making them an inappropriate
means on resource-limited devices. In [20], Goldreich notes the existence of non-
interactive zero-knowledge protocols. They too are rather demanding for devices
with limited computing resources. Further, these protocols also assume that both
parties have a common understanding of precisely what secret should be verified.
In case of a re-encounter of two anonymous nodes, neither of these two nodes
knows the identity of the other node and hence the nodes have no idea what
secret the other node wants to prove.

Balfanz et. al. presented in [21] a protocol addressing the problem of authen-
tication while not revealing any information to observers or unknown communi-
cation partners. The scenario described here was the effort to prove one’s group
membership by performing a ”secret handshake”. Only members of a group
should be able to perform the appropriate authentication steps; non-members
and observers should gain no information on the outcome of the protocol. For
our scenario, this protocol has several drawbacks: It requires a trusted entity
issuing certificates, and it employs large number operations. Both makes it inap-
propriate for many ubiquitous scenarios. Finally, our scenario requires no group
authentication, but merely a 1:1 authentication.

Abadi discusses a private authentication protocol for two participants in [22].
According to the publication, the protocol does not require the participants to
have met before. Both protocol variants introduced in the paper employ public
key cryptography, making its frequent use on small devices very costly. Further,
in both protocols, the first message is encrypted with the public key of the com-
munication counterpart. This poses two unsolved problems: First, the identity
of the communication partner is unknown, which means that either the identity
has to be exchanged in advance, or all known keys have to be tested. Second,
in contrast to the initial claim, the public keys of the communication partners
must be known (at least in the first step).
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The emerging RFID technology has several properties which are very similar
to mobile and ubiquitous computing, e.g. portability, wireless communication,
limited resources, and invisibility for most users. As industry deploys more and
more RFID tags in end user products, the question for privacy has risen, too [23].
In consequence, researchers addressed that problem. Molnar et. al. propose in [24]
a means for RFID chips to retain their anonymity unless they are contacted by an
authenticated RFID reader. The protocol deals with the special circumstances of
RFID technology, namely very limited memory and processing power. However,
the protocol assumes that the RFID reader(s) reveal their identities.

In contrast to that, the two protocols that we present in the next sections
protect the privacy of both communication partners.

4 Identification Using Symmetric Ciphers

In the following sections, these symbols are used:

– Ek(v) denotes a symmetric encryption with key k of the value v.
– H(v) is the cryptographic hash of the value v.
– n represents a nonce. These values should be used only once. Additionally,

we require values of n to be randomly chosen.
– T is a token – an initially randomly chosen, fixed value which serves as

unique identifier.
– decoy stands for random data.
– A is the node initiating the protocol
– B denotes the second communication partner. The identity of this node is

initially unknown to A (and vice versa).
– The table storing old session data has s entries.

We specify neither specific algorithms nor bit lengths. These should be chosen
with reasonable sizes but with regard to hardware limitations. The size of the
values should be chosen in a way that brute-force enumeration is not possible
within an acceptable time span.

4.1 Naive Approach

The naive approach shown below is a description of the basic approach without
any optimisations. It should serve to describe the rough idea and to point out
the problems.

When two nodes meet for the first time, they exchange a session key kab and
an identifier for this session, Tab, over the secure channel.

The re-identification protocol is initiated by A. Since A does not know who
B is, A simply tries all keys stored in its session storage:

A −→ B : ∀b : Ekab
(Tab, n1) (1.1)
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For each message, B tries to decrypt the payload with all stored session keys
kba. B can verify the successful decryption by comparing the decrypted value
with the stored Tba. If Tba matches, B replies with message 1.2:

B −→ A : Ekab
(n1, n2) (1.2)

Otherwise, B sends the decoy message 1.3 with identical length:

B −→ A : decoy (1.3)

A in turn can check for a successful identification by decrypting the data re-
ceived from B. If A yields the nonce n1 (which was never transmitted in plain
and thus is known to nobody except the correct recipient), the re-identification is
successful. A and B may then continue to communicate encrypted using the ses-
sion key kab. The first message sent by A should contain n2 in order to guarantee
freshness of the protocol run.

If every participant stores s entries in his session list, the complexity may be
estimated as followed: O(s) messages are sent, A has to perform O(s), B O(s2)
symmetric crypto operations.

The protocol allows an anonymous re-identification of nodes which already
exchanged their credentials. The names A and B may sound a bit misleading,
since they imply a known, fixed identity; in common protocol descriptions, this
is (hopefully) true – the communication partners know whom they are talking
to (or, at least, think that they know; there still might be a man in the middle).
In our case, A and B represent just some node. Since in the beginning, both A
and B are anonymous, neither knows who he is talking to.

As a natural consequence, when using a broadcast medium for message trans-
mission, there might be a node C within range, which also exchanged a session
key with A earlier. C will be able to identify A, too. This is analogous to the sce-
nario of the introduction: All passers-by in the mall can see you, and if someone
knows you, he will recognise you.

If this side effect is unwanted, A and B have to make sure that no one else
is listening - either by using a direct link for transmission, or by establishing an
encrypted communication. The setup of such an encrypted channel is out of the
focus of this paper, see [25, 26, 27] for possible approaches.

4.2 Enhancing Performance with Indexes

Although this simple approach fulfils the goal of anonymous re-identification, it
causes high traffic and high processing load, especially for B. This section shows
a variation of the protocol that enhances the performance at the cost of a slightly
increased chance that an adversary can successfully identify the communication
partners.

In order to reduce the amount of decryption operations for B, A and B store
an additional index identifier iab during their first meeting. i is chosen randomly.
The purpose of the index is to narrow down the amount of possible session keys.
This index should not be unique, since this would provide a simple way for an
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attacker to identify a node. The domain of i should be small enough to have
enough collisions to maintain privacy. In many applications, a small number of
bits will be sufficient; for example, a node with 1000 stored session keys can
reduce the number of possible keys to an average of approximately 60 keys with
a four bit index.

A sends packets as depicted in message 2.1:

A −→ B : ∀b : iab, Ekab
(Tab, n1) (2.1)

Similar to the naive approach, B tries to decrypt the received packets – but
only with keys which have a matching iab. The theoretical complexity remains
the same; in practise, with proper values for s and the domain of i, the amount
of computations can be reduced to a certain degree.

The rest of the protocol is identical to the naive approach: On success, B
replies with message 2.2, otherwise with a decoy message of identical length.

B −→ A : Ekab
(n1, newiab) (2.2)

In message 2.2, B sends a new (random) iab to A. A replaces the old value
with the new one, which will be used during the next authentication.

4.3 Problems with the Index

The introduction of the index is a trade-off between performance and privacy
preservation: Even though the index is changed during every successful hand-
shake, most index entries remain unchanged. That means that the sequence of
indexes forms a characteristic string, which may be used by an adversary for
identification. For the sake of simplicity, we assume in this section that all nodes
store the same number of sessions.

Two unsuccessful protocol runs would result in identical index sequences. The
degree of anonymity can be amounted to the probability that two different nodes
bear the same characteristic string. In this case, the probability is 1 : 2s·l, with
s being the number of indexes an l the length of the index (in bits). Obviously,
this does not provide adequate privacy.

Randomly changing the sequence of keys during each run of the protocol
reduces the information which can be gathered by an observer. A drawback of
this procedure is the requirement of more randomness, which may be difficult to
gain.

The information exploitable by an adversary is the frequency of the index
values. Assuming that the index values are equally distributed, the probability
of two nodes having the same frequency of index values1 is 1 :

(2l+s−1
s

)
, which

equals 1 : (2l+s−1)!
s!·(2l−1)! . This results in an adequate amount of privacy only for small

numbers of s.

1 Combination with repetition (order does not matter, objects can be chosen more
than once), under the assumption that the hints are equally distributed.



110 S. Schlott, F. Kargl, and M. Weber

Alternatively, A could suggest a new index to B (instead of receiving a newly
chosen index generated by B in message 2.2). This enables A to pick the new
index value in a way that balances the differences in the occurrences of the
index values in A’s session list. The key sequences sent by A should be sorted
by the index values. That results in very homogeneous (and indistinguishable)
sequences.

The only information left for the adversary is the difference from the average
count (”one less than the average” or ”average”). This results in a probability
of 1 : 2l, which can be considered an adequate result.

5 Identification Using Hashes

A further reduction of messages and computation steps can be achieved by the
following protocol while retaining all the positive properties of the naive ap-
proach. Now all nodes possess an identity token T . On their first meeting, A and
B exchange their identity tokens Ta and Tb together with a session key kab.

A initiates the protocol by sending a nonce in message 3.1:

A −→ B : n1 (3.1)

B calculates the hash of the nonce and its identity token T . An additional nonce
n2 is inserted to defeat identification via message replay.

B −→ A : n2, H(Tb, n1, n2) (3.2)

After receiving message 3.2, A calculates the hash of n1, n2 and all stored Tb; if the
result matches the data received, A has successfully identified its communication
partner. To allow B to identify A, A sends the respective message 3.3.

A includes an additional challenge in form of an encrypted nonce. This is
necessary because all associated nodes know the identities T of other nodes.
This challenge proves that neither party is lying about the identity T employed
during the protocol, because session keys are only used pairwise.

A −→ B : H(Ta, n1, n2), Ekab
(n3) (3.3)

B can now determine the identity of A, and proves the possession of the correct
session key by replying with message 3.4:

B −→ A : Ekab
(n3 + 1, n4) (3.4)

Message 3.5 concludes the handshake with A’s session key possession proof.

A −→ B : Ekab
(n4 + 1) (3.5)

This protocol reduces the complexity to a fixed number of messages and O(s)
cryptographic operations on both sides.
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6 Verification

In this section we will prove the correctness of our two approaches, namely the
naive and the hash-based alternative. We assume a Dolev-Yao style attacker that
can eavesdrop and even modify all packets.

6.1 Assumptions

Let A be the originator of the communication, B the recipient. From a previous
session, A and B share a common cryptographic secret kab = kba of reasonable
length that is unknown to any other party. They have also exchanged a pair-wise
token Tab = Tba for the symmetric cipher case, and per-node tokens Ta and Tb

for the identification with hashes. Ek is a symmetric cipher that is assumed to
be secure, i.e. it cannot be broken faster than by brute-forcing the key space and
produces output that cannot be distinguished from random noise. H is a crypto-
graphically perfect hash-function, which means it generates uniformly and com-
pletely random output, and is strong collision resistant. Finally, we assume that
A and B are able to generate true random numbers for generating nonces ni.

6.2 Identification Using Symmetric Ciphers

In the naive case, A knows n keys kaxi∀i = 1 . . . n and has no knowledge about
the identity of its communication partner B. ∀i = 1 . . . n, A sends a message
Ekaxi

(Tab, n1) resulting in a total of n messages (message 1.1). As assumed above,
any attacker E eavesdropping these messages and not knowing the correct key
will see only random noise and cannot derive any information from the message,
besides that one party with a random address sends a message to another party
with a random address. The nonce n1 ensures that A will never send the same
message twice, so E cannot correlate the current message to any messages sent
earlier in order to gain some information.

Next, B will try to decrypt the received messages with all known keys kbyj ∀j =
1 . . .m. If yj �= a (i.e. the selected key is not kba), the result of this process will
again be randomly distributed data, so B learns nothing about A’s relationship
to other nodes. Only if yj = a, B will recognise the common token Tab and learn
the nonce n1.

For each message received, B will send back either a message containing
random noise (message 1.3) or Ekab

(n1, n2) (message 1.2). In both cases, the
eavesdropper E will see only a random string from which he cannot derive any
additional information. In order to prevent a side-channel attack, B will send all
answers at the same, fixed time intervals, e.g. strictly 100 ms after receiving the
incoming message. Again the nonce n2 prevents E from correlating the response
message to any response sent earlier, and defeats a possible identification by
replaying a captured packet 1.1.

When A receives the response Res i from B, it will try to decrypt it with
the corresponding key used in the request Reqi. If it detects i it now knows the
identity of B and can reuse kab for further communication. If the keys do not
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match, the result of the decryption operation will be random noise from which
A gains no additional knowledge.

Finally, we will look at the effects of an active attacker M . When M inserts a
request Req into the communication from A to B, eventually replacing original
requests from A, B will only decrypt random noise or the identity of M , if
they share a common key kbm and token Tbm from a previous session and if
M constructs conforming requests. In the first case B will answer with random
noise and A and B will not recognise each other which is an Denial of Service
attack on the protocol. In the second case M will recognise the communication
with B which is equivalent to M running the protocol instead of A, which is
perfectly legal in our scenario. Again this leads to a Denial of Service for A, as
A might not recognise B.

When M replaces response messages, A will not be able to decrypt messages
containing the nonce n1 so it will not recognise B. This is again a Denial of
Service attack.

If M shares both a key with A and with B it might capture all the request
from A to B, replacing them with requests from M to B. It can do the same
with all responses from B to A. In this case, both A and B will recognise the
communication with M , so this is no Man-in-the-Middle attack, as the Man-in-
the-Middle cannot impersonate A or B.

So for the naive approach the best attack possible against identification using
symmetric ciphers is a Denial of Service.

6.3 Identification Using Hashes

When using hashes, A first sends a nonce n1 for initiating the communication
(message 3.1). Therefore an eavesdropper E will learn the nonce whereas a ma-
licious intruder M may also modify the nonce. As a result, A will refuse mes-
sage 3.2 which results in a Denial of Service attack.

In the next step (message 3.2), B replies with a message containing a nonce
n2 and a hash value calculated for the values Tb, n1, and n2. A will now calculate
hash values for all Tx that it has stored from earlier authenticated communica-
tions with hosts x. When it knows Tb, it will find a match and discovers the
identity of its communication partner. Likewise, an eavesdropper E that had
earlier communicated with B and knows Tb, is able to discover the identity of
B. As this is equivalent to running the protocol between E and B, this is not
considered an attack.

If a malicious attacker M intercepts and changes message 3.2, it can change
the nonce n2 which leads to a corrupted message that will be rejected by A.
This is again a Denial of Service attack. Alternatively, M can try to forge a hash
value H(Tx, n1, n2) using any token Tx that it possesses. This is why in later
steps (messages 3.3 to 3.5) a symmetric encryption using a shared secret key kab

is used to verify the authenticity of the communication partner.
Message 3.3 sends another hash H(Ta, n1, n2) from which B can learn the

identity of A. Again, an eavesdropper E that already knows Ta can learn this
identity too and again this is not considered an attack, as it is equivalent to a
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correct protocol run. As stated earlier, the encryption of nonces n3 and n3 + 1
(and n4 and n4 + 1 accordingly) in steps 3.3 to 3.5 using a shared secret key
negotiated in earlier communication prevents an attacker M from impersonating
other nodes X for which the token Tx is known.

Like in the previous section on identification using symmetric cipher, M
may try to act as Man-in-the-Middle by inserting its Tm instead of Ta and
Tb. It then also needs shared keys kam and kmb; A and B will recognise that
they are communicating with M . This is again no valid Man-in-the-Middle
attack.

So the worst attack possible is again a Denial of Service.

7 Discussion

In practise, some optimisations can be made. To reduce the number of transmis-
sions, the network datagrams may be filled with several guesses/replies.

Further, implementors can exploit the broadcast nature of the wireless media:
Since the first step(s) of the described protocols are independent of the addressee,
they can be sent via broadcast to all neighbouring nodes.

An intrinsic problem are observing nodes which have an association with
the protocol initiator (A in the first, B in the second protocol), too. They
will be able to reveal the initiator’s identity. Due to the fact that the initia-
tor does not know who is addressing when starting the communication, this is
inevitable.

The revocation of an association to a node may be an issue, too. In case of
the first protocol variant, it is sufficient to delete the respective entry from the
session table. The second protocol variant allows to abort an unwanted commu-
nication only by A; in message 3.2, B has no idea who he is talking to. The
only means of revocation of B would be to change Tb, revoking all associations
simultaneously. Alternatively, a node may chose to have several T ’s for different
roles.

The second protocol reduces the number of messages, but uses a single iden-
tifier T for each node. Depending on the attack model, this can be a problem:
Malicious communication partners who exchange collected data can easily iden-
tify the communications made by the same node. In contrast, when using the
first protocol, this is not possible since every node uses a different identifier in
each communication.

Especially on resource-limited nodes, the session data cannot be stored indef-
initely. After a given amount of memory has been filled, the node will have to
purge some data. This could be done according to a timeout or a least recently
used policy. Purging an association results in ”forgetting” a node.

8 Summary and Outlook

We have introduced two protocols for re-identifying anonymous nodes, allowing
all communication partners to maintain their anonymity. Both protocols do not
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use public key cryptography. Due to the assumption that the nodes had prior
contact over a secure channel, no third party is necessary.

Both protocol variants have their advantages and disadvantages. It depends
on the scenario which variant should be used.

Future efforts will focus on the time-privacy trade-off when using indexes.
Further we plan to do timing evaluations using a protocol implementation on
small devices (e.g. MICAz motes).

A very interesting problem is the hinting problem: In this paper, we described
a method using an index value. Using other techniques, probably from the field
of steganography, could further improve efficiency of the protocol.
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Abstract. In location-based community services (LBCSs), the positions
of several targets are interrelated. Users can be notified when targets ap-
proach or separate from each other. Typical application areas are instant
messaging, mobile gaming, dating, fleet management and logistics, as
well as child tracking. Finding appropriate anonymization techniques for
LBCSs is a hard problem since (i) the targets are continuously monitored
and (ii) identifiers of the targets must not change in order to maintain
coherence within a community. LBCSs are inherently stateful. There-
fore, existing anonymization techniques for location-based services are
not suited for LBCSs. In this paper, we present an anonymization tech-
nique for LBCSs, which employs distance-preserving coordinate trans-
formations in conjunction with pseudonyms. It is based on the idea that
for determining the distance between targets only relative positions are
needed. It supports target anonymity, either with respect to the location
provider, which collects the position fixes, or the LBS provider. The pa-
per also presents the results of simulations, which we have performed in
order to evaluate the proposed mechanism.

1 Introduction

Location-based Services (LBSs) take into account the geographic positions of one
or several individuals, which are referred to as targets in the following, in order
to create, compile, filter, or select information that is presented to their users,
see for example [Küp05]. Today, cellular operators offer them as a complement
to existing data or voice services, e.g., in order to show their users restaurants or
ATMs in their close proximity. This type of LBS can be characterized as reactive
and self-referencing, i.e., location-based information is only passed on demand
to the user and refers only to the user’s own position.

Unfortunately, support for advanced functions is still rudimentary. They are
needed for realizing proactive LBSs that are automatically initialized in depen-
dence on the target’s position, cross-referencing LBSs that correlate or exchange
the positions of several targets, or a combination of both of them. The reasons
for the lack of these functions are manifold. Besides regulatory and economic
issues there are a number of limitations that need to be overcome, one of the
most important being privacy concerns of the tracked targets.

M. Hazas, J. Krumm, and T. Strang (Eds.): LoCA 2006, LNCS 3987, pp. 116–133, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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This paper describes an anonymity mechanism for the advanced LBS func-
tions proximity and separation detection, which are necessary for realizing a
special type of LBS referred to as location-based community services (LBCSs).
We define proximity detection as the capability to determine if two targets are
closer than a pre-defined proximity distance. Analogously, separation detection
refers to the capability to determine if two targets are apart from each other by
more than a pre-defined separation distance. The two functions support reactive
as well as proactive LBCSs. An example for the latter ones are members of a
community, which are automatically alerted when others approach, depart, or
both. Typical application areas are instant messaging, mobile gaming, dating,
fleet management and logistics, as well as child tracking.

The proposed anonymity mechanism employs coordinate transformations for
protecting target pseudonyms. While this general idea has been brought up in
[TKR05], this paper contains the details of an actual anonymization technique
based on transformations together with an in-depth evaluation.

The remainder of this paper is structured as follows: in Section 2 we exam-
ine existing privacy mechanisms for LBSs and discuss if they are applicable to
LBCSs. After that, in Section 3, we formally state the problem of detecting prox-
imity, respectively separation, between two targets and give an overview about
related position reporting strategies, which are a prerequisite for understanding
our anonymization technique for LBCSs. In Section 4, we present the mecha-
nism in detail together with associated role and trust models. After evaluating
the approach in Section 5, we conclude and give an outlook to further work.

2 Related Work

The following gives an overview about related work concerned with privacy pro-
tection in LBSs, see also [GHT04].

With privacy policies, targets can specify how their location data has to be
processed by an LBS [MFD03]. The associated problem is that after data has
been handed out in the first place, it depends on the trustworthiness of the
participating organizations if policies are respected.

In contrast to the policy-based approach, anonymization mechanisms aim to
technically hide a target’s true identity with respect to emitted location infor-
mation. We can distinguish between techniques of data or identifier abstraction.

In the data abstraction approach, anonymization is achieved by cloaking lo-
cation data, e.g., by reducing temporal and/or spatial accuracy, so that location
information of different individuals cannot be distinguished. In [GG03], this is
achieved based on the formal model of k-anonymity [Swe02]. k-anonymity is
given if the location data of a person cannot be distinguished from that of at
least k − 1 other individuals. The drawback of k-anonymity as presented in
[GG03] is that data accuracy is reduced, especially in sparsely populated areas.
For the temporal version, service response time may significantly rise due to
the introduced delay. This conflicts with high quality-of-service requirements of
LBCSs like mobile gaming. Furthermore, the model is only applicable to single
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position fixes of targets and not to longer traces, which disqualifies it for LBCSs
and proactive LBSs in general.

In identifier abstraction, pseudonyms are associated with the location informa-
tion to protect target identity. The problem is that pseudonyms can be uncovered
by statistical attacks. Locations known to be highly frequented by a given person,
like living- or workplaces, can be related with sampled, pseudonym-associated
location data so that the mapping to a target’s identity can be done. For this
reason, in [BS03], the usage of LBSs is restricted to application zones, which
exclude typical whereabouts of a target. Unfortunately, with this restriction the
service cannot be used most of the time, which may be unacceptable. Addition-
ally, in [BS03], pseudonyms are dynamically changed in mix zones in order to
avoid linking different pseudonyms of a target together. However, for LBCSs,
frequently changing pseudonyms are not an option, since consistent target iden-
tifiers are needed to maintain community memberships. In general, changing
pseudonyms is critical for any kind of LBS that requires persistent information
like a user profile to be maintained for a target. With the help of such infor-
mation an attacker may link different target pseudonyms together, which makes
the mechanism ineffective.

In Section 5, we explain in more detail how [BS03] and [GG03] prevent an
obvious attack scenario (compare Known Whereabouts Attack) and why these
procedures are not suited for LBCSs.

To which extent an anonymization mechanism is useful strongly depends on
the type of LBS. Cloaking of location data is sufficient for reactive self-referencing
LBSs with low or medium requirements on data accuracy such as, e.g., a restau-
rant finder service. On the other hand, using mix-zones for changing pseudonyms
can be suitable for proactive self-referencing LBSs with high accuracy require-
ments and associated with a bounded application area. An example is a tourist
guide, which alerts visitors of a foreign city when they approach important mon-
uments.

A model concerned with tracking of targets is path privacy [GBG04]. The au-
thors propose path segmentation and minutiae suppression to allow anonymous
tracking of targets. That way, longer movement paths are split up into several
smaller paths and – from the LBS provider’s point of view – within each path
segment a target appears as a new target. Minutiae suppression requires targets
not to reveal their location if they are staying in a sensitive area that is highly
typical for them.

In [DK05], a formal model for obfuscating location information is given. In
contrast to anonymization techniques, which have the objective of hiding tar-
gets’ identities, in this approach the identity is supposed to be known. Instead,
position accuracy is reduced as far as application requirements can still be ad-
hered to. Though this provides some privacy, in many situations it may not be
sufficient. If, e.g., an employer wants to track the location of his employee to
check whether she is at work or not, the accuracy of the transmitted position
does not really matter. If the employee is not at work, but at home, the employer
will know.



Anonymous User Tracking for Location-Based Community Services 119

In [FJ04], a mechanism is described that allows a party X to determine if two
pre-calculated routes get within a given proximity distance to each other without
the actual route information being revealed to X . Though in a way similar to
our assumption of preserved relative distances, the approach is not suited for
LBCSs as our objective is to dynamically monitor targets’ positions that are not
known in advance.

3 Proximity and Separation Detection

In our approach, we assume terminal-based positioning, i.e., targets are equipped
with GPS-capable mobile terminals (MTs), which report their position to a lo-
cation server (LS) in the fixed Internet.

At an abstract level the LS manages the positions of a set of targets E =
{e1, e2, ..., en}, 1 < i ≤ n, which form a community. For each pair of targets
i, j ∈ E with (unknown) Euclidean distance dist(i, j) and a given proximity
distance dp > 0 the problem of detecting proximity is defined as follows:

1. if dist(i, j) < dp proximity must be detected.
2. if dp ≤ dist(i, j) ≤ dp + b proximity may be detected.
3. if dist(i, j) > dp + b proximity must not be detected.

The introduced borderline tolerance b is a quality parameter. As shown later, by
varying b service quality can be traded off against the protection level provided
by our approach.

The problem of detecting separation between i and j, given separation dis-
tance ds > 0, is defined analogously:

1. if dist(i, j) > ds + b separation must be detected.
2. if ds ≤ dist(i, j) ≤ ds + b separation may be detected.
3. if dist(i, j) < ds separation must not be detected.

Thus, we distinguish two types of queries: prox(i, j) : E ×E → Boolean tells if i
and j are within proximity distance, while sep(i, j) : E ×E → Boolean does the
same for separation. Reactive as well as proactive services are supported. While
a reactive proximity query can be immediately answered by telling if a target
is located within proximity radius of another target, a proactive query blocks
until a target has approached another one. Queries for separation detection work
analogous.

In any case, for answering the queries the positions of targets have to be
controlled somehow. For this purpose position updates (PUs) are reported from
the targets’ MTs to the LS, which can be done according to one of the following
PU methods [LR02] [KT05]:

– Polling. In the polling method, the MT delivers the derived position on
request.

– Immediate updating. The MT sends an immediate PU to the LS each
time the position changes with regard to the last reported position.
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– Periodic updating. A periodic update is triggered if a pre-defined time
interval has elapsed since the last PU.

– Distance-based updating. A distance-based PU is triggered if the distance
between the current and the last reported position exceeds a pre-defined
threshold.

– Zone-based updating. A PU is initialized if the target enters or leaves
a pre-defined zone, where a zone can be fixed as a single point, a circle or
ellipse, or a polygon.

– Piggybacking. Position data is included in a service request that is passed
from the MT to the LBS application server.

Obviously, reactive queries can be handled by polling the MTs of the respec-
tive targets. However, for implementing proactive queries the MTs need to be
continously monitored. Naively, for this purpose immediate updating could be
employed. However, more efficient strategies for (proactive) proximity and sep-
aration detection have been devised. Their objective is to reduce the number of
messages exchanged between LS and MT in order to save valuable bandwidth
and reduce the energy consumption of the MTs. To this end, the PU methods
of an MT can be dynamically configured. So far, there are strategies based on
distance-based updating [TK05] as well as zone-based updating [AEM+04].

Apart from efficiency benefits, reducing the amount of position data collected
about a target is also preferable in terms of privacy. As we will see later, one
particular premise for the robustness of the presented approach is to guarantee
that the minimum sampling distance dsample does not fall below a given value,
that is, two subsequent PUs collected about one target are spaced apart at
least by dsample. In general, it can be said that the higher dsample is, the better
the protection. Therefore, the following sections discuss which lower bound for
dsample can be safely assumed.

Figure 1 illustrates the point of view of the LS with respect to the positions
of two targets i and j that are tracked with sampling distance dsample. Given
the last reported PUs, lastPU(i) and lastPU(j), both targets can have moved
within a circle of radius dsample without notice by the LS. According to the figure,
for every possible value of the proximity distance dp, one of the following cases

dsample := b/4

lastPU(i) lastPU(j)

dsample := b/4

i
j

dist(i, j)

b/2b/2 P1

b/2b/2 P2

Fig. 1. Targets i and j with actual distance dist(i, j), tracked with a minimum sampling
distance of dsample. The last PUs reported are lastPU(i) and lastPU(j) respectively.
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applies: if dp < P1, then proximity can be safely not detected as it must hold
that dist(i, j) > dp + b. The same holds for P1 ≤ dp < P2, since dist(i, j) > dp.
Finally, for dp >= P2 proximity can be safely detected, since dist(i, j) <= dp+b.
The same argumentation holds for separation detection. In other terms, the error
introduced by dsample := b

4 is sufficiently small to safely decide about proximity
in all conceivable situations. While being out of the scope of this paper, it can be
shown that correct operation is guaranteed even for dsample := b

3 preconditioned,
however, the following two restrictions hold:

First, prox(i, j) and sep(i, j) are positively answered only alternately, i.e.,
if prox(i, j) has been answered with true, further queries to prox(i, j) are not
answered until in turn sep(i, j) has evaluated to true. The same holds for the
other direction, i.e., after sep(i, j) has been answered with true, prox(i, j) must
evaluate to true before any further processing of sep(i, j). Second, it must hold
that ds > dp + b, i.e., the separation distance has to be sufficiently larger than
the proximity distance.

Finally, we would like to stress that for detecting proximity or separation, typi-
cally less PUs need to be transmitted than with worst case bound of dsample := b

3 .
However, the actual value depends on the tracking strategy, the density of the
targets as well as the frequency of queries.

4 Approach

In the following, a novel anonymization mechanism suitable for proximity and
separation detection is presented. It can be classified as anonymization based on
data obfuscation [BPB+04], whereas anonymity denotes ”the state of being not
identifiable within a set of subjects, the anonymity set” [PK01]. In dependence
on the underlying trust model, the goal is to protect the targets’ identity from
being revealed by the LBS provider and the location provider (LP) respectively.
The approach is based on pseudonymous communication.

4.1 Role and Trust Model

In the operation of an LBS participate different autonomous entities like persons,
companies, or organizations, we refer to as actors. Each actor adopts one or
several roles, which characterize the functions it fulfills from a technical point
of view [Küp05]. For LBCSs, we distinguish the following roles. Targets are the
tracked individuals. Based on their relative positions the LBS provider compiles
location-based information. An intermediate LP is responsible for collecting,
caching and managing position fixes of several targets and transferring them
to the LBS providers. For this purpose, the LP operates an LS, which collects
position data from the targets’ MTs in the way described in the last section.

By a trusted entity we refer to an actor that is allowed to know a target’s real
position and identity. We assume secure communication between targets and
trusted entities. Basically, our approach supports two different models of trust
(see Figure 2).
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Fig. 2. Trust model: arrows denote the transmission of position data. Top: peer-to-
peer approach, the targets are responsible for coordinate obfuscation and pseudony-
mous transmission of coordinates. Bottom: a trusted central LP collects and obfuscates
coordinates and transmits them to LBS providers.

In the peer-to-peer scenario, the LBS provider and the LP are both non-
trusted entities. A trusted relationship is only given between targets that belong
to the respective community. The community itself is responsible for mutual
authentication and authorization, key initiation, key distribution, member and
pseudonym management and coordinate obfuscation1. In the second model, a
centralized, trusted LP takes over these tasks for a community and serves dif-
ferent untrusted LBS providers.

While in both scenarios, the roles of LP and LBS provider can be realized by
separate actors, the first one also permits an LBS provider to incorporate both
roles, resulting in one LS per LBS provider.

At first glance, the first model may be preferable, as it only allows community
members to have access to sensitive data. However, with a growing number
of targets, scalability with regard to group and key management becomes a
major problem. Furthermore, for larger communities, targets may want to have
more detailed control about how other community members access their location
information. For this purpose, in the centralized scenario, a target can deposit
privacy policies at the trusted LP’s repository.

4.2 Idea

In general, location data represents highly identifying information as it is related
to a target’s living or work place, leisure habits or other characteristic activities.

1 Being outside the scope of this paper, please refer to [ZRM05] for a good reference
on secure group communication and key establishment protocols.
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To make matters worse, in LBCSs, multiple position fixes are collected that are
associated with the same target pseudonym. In the following, we refer to such a
collection as a trace. While single position fixes can be anonymized by relatively
simple means (compare [GG03]), it is not that easy for traces. At large, it can
be said that the more position fixes a trace contains, the more identifying it is
for the respective target.

The objective of our method is to make a trace less identifying. To this end,
we exploit a characteristic of LBCSs: as can be seen from the problem statement
in Section 3, for detecting proximity and separation respectively only relative
distances between targets are measured. Our idea is therefore to apply distance-
preserving coordinate transformations to the position fixes of the targets of a
community in an equal manner. This way, proximity and separation can be
detected with unchanged quality, while the traces’ global reference is removed
together with possibly identifying characteristics of the targets.

4.3 Two-Step Obfuscation

The following describes how the transformations are parameterized (compare
also Figure 3). Let

– E = {e1, e2, ..., en}, 1 < i ≤ n be a set of targets, which form a community,
– p(e, t) : E × R → R

2 the actual position of target e ∈ E at time t,
– sG ∈ N a secret key specific to E,
– p∗(e, t, sG) : E × R × N → R

2 the obfuscated position of e at time t.

Our approach follows a two-step strategy: first, all coordinates are transformed
by a time-independent global transformation, consisting of a rotation with angle
α around (j, k) ∈ R

2 followed by translation (xglobal, yglobal) ∈ R
2.

In a second step, the local movement of targets is blurred by appending a
time-dependent translation vector v := (xlocal, ylocal) ∈ R

2. The motivation for
the first step is to obfuscate the global reference of coordinates in order to avoid
attacks based on known whereabouts of a target. By the second step, attacks
based on knowledge about targets’ mobility patterns or road patterns shall be
avoided. Please refer to the next section for a detailed treatment of possible
attacks of this kind.

The parameters α, j, k, xglobal and yglobal depend on sG and are therefore
secret within a community. The local obfuscation vector v := (xlocal, ylocal) is
limited to length |v| ≤ rmax local and depends on sG as well as the current
time. As will be discussed in Section 5.3, one premise for the robustness of the
approach is that the local transformation does not generate any PUs by itself,
i.e., without the target having physically moved. With regard to our conclusions
of Section 3, it should become clear now why rmax local ≤ dsample.

In the centralized scenario, the time is given by the LP. In the peer-to-peer sce-
nario, we can assume that the clocks of the targets’ MTs are synchronized. This
is because we rely on GPS or a similar terminal-based positioning method. As
GPS satellites have atomic clocks on board and the measured time is transmitted
together with the positioning signals, a scalable method for time synchronization
of the MTs is given.



124 P. Ruppel et al.
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(xglobal, yglobal)

p(e2, t)

p*(e2, t, sG)

(xglobal, yglobal)
rmax_local

(xlocal, ylocal)

Fig. 3. Distance preserving obfuscation of two target positions p(e1, t) and p(e2, t)

Fig. 4. A trace of coordinates (+) and its obfuscated version (x) with a bigger (left
side) and smaller value (right side) for rmax local. The global transformation has been
omitted for sake of clarity.

Figure 4 shows a trace of coordinates that have been obfuscated by two dif-
ferent values for rmax local. In the figure, the global transformation has been
omitted for sake of clarity, i.e., it only shows the local, time-dependent transla-
tion, which aims to blur movement patterns.
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5 Evaluation

In the following, a number of conceivable attacks on the proposed anonymity
mechanism is discussed. The presented attacks are all executed ex post, i.e.,
their concern is to restore the mapping between a target’s pseudonym and
real identity from a database of previously collected trace data. They only
differ in the way background information is employed to do so. We delib-
erately exclude online attacks, such as hijacking communication sessions or
mapping network addresses to target identities as they are out of the scope
of this paper. Instead, we presume the usage of appropriate counter-measures,
such as cryptographic techniques or Mix Servers [Cha81]. Furthermore, our
trust models implicitly exclude insider attacks due to malignance of targets
or compromised MTs.

Dependent on the trust model, the trace database under attack can be hosted
by the LBS Provider or the LP. Possible attackers include but are not limited to:
the database host himself, e.g., in order to illegally sell private user data to third
parties, malicious employees, e.g., in order to expose the privacy of a specific
person, or external hackers, which have compromised the system.

5.1 The Known Whereabouts Attack

In the Known Whereabouts Attack (KWA), information about typical where-
abouts of a person is used to restore the pseudonym-identity mapping. For in-
stance, by knowing that person A lives at location L and/or works at location
W , the pseudonym P of A is probably related with those traces, which bear
most accumulations of L and W . The more whereabouts X of A are known,
the more probable it is to find a unique trace containing all X , which yields the
desired mapping from P to A.

In [GG03], the KWA is avoided by temporal and spatial cloaking of location
data in order to achieve k-anonymity. However, this technique is only suited for
protecting a single position fix of a target and cannot be applied for traces in
general.

Another possible mechanism to avert the KWA is described in [BS03], where
typical whereabouts of a target are simply excluded from the application zone of
an LBS. The problem with this approach is that the respective LBS cannot be
used most of the time, as by definition, typical whereabouts of a user are those
where she spends most of her time.

Averting the KWA has been our main motivation for choosing coordinate
transformations. It is not hard to see why the KWA cannot be conducted against
coordinate-transformed traces: after applying transformations, they simply do
not contain any known whereabouts of targets.

However, in the following, we would like to examine statistical attacks ob-
jecting to uncover the employed coordinate transformations. After successfully
conducting one of them, an attacker may find the desired pseudonym-identity
mapping, e.g., by the KWA.
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5.2 The Campus Attack

While in the KWA, the trace database is searched for given locations, in the
Campus Attack (CA), an attacker searches for locations common to a huge
number of traces. The idea is that these locations are likely to represent a well-
known or public area, such as a university campus. Based on one or more of such
reference locations an attacker can establish a mapping between transformed and
original data and thus uncover the coordinate transformation.

In the presented approach, a secret key is established for a group of targets
to produce the coordinate transformation. Therefore, in general, locations com-
mon to traces of targets belonging to different groups do not map to the same
original location. Thus, the effectiveness of the CA highly depends on the size of
a community. For small or medium sized communities, such as the buddy list of
a specific user, the CA seems useless. However, for large communities, like in a
city-wide campus service allowing all students to track each other, the CA seems
to be quite effective.

In the presumed trust model (section 4.1), there are two options. In the first
one, mutual trust among the targets of a community is assumed. We think this
option is not suited for large communities anyway, because maintaining a shared
secret within so many confidants is hard. Instead, we suppose malicious targets
disclosing the shared key to be a more critical threat than statistical attacks on
the trace database. This can be seen in analogy to the problems associated with
managing pre-shared keys in large WLANs.

However, for the second option, where the LP obfuscates the targets’ loca-
tions on their behalf, which shows better scaling properties, the CA can be a
serious threat for large groups. In this case, further means of protection have
to be conceived. One possibility could be to establish an hierarchy of transfor-
mations within the group. Subgroups would each be associated with different
transformation keys. While within a subgroup the targets’ locations could be
interrelated with unchanged accuracy, between subgroups only coarse-grained
position-determination would be possible. However, devising these concepts is
out of the scope of this paper and postponed to future work. Also, we do not
have any quantitative data regarding critical groups sizes for conducting the CA.
Doing simulations to that effect has been postponed to future work as well.

5.3 The Stationary Users Attack

While in the first step, a global and time-invariant transformation is used in order
to avoid the KWA (see above), in the second step, a time-dependent transfor-
mation is used to protect traces against the Mobility Pattern Attack (MPA, see
next section).

The objective of the Stationary Users Attack (SUA) is breaking the second
transformation. It is based on the assumption that targets most of their time
reside at a particular location, rather than being on the move. When several
targets of one community show exactly the same mobility pattern, an attacker
can assume that these targets are stationary in reality and that the observed
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behavior is solely due to the second transformation, which is applied for all
targets synchronously. This way, the second transformation is already known to
the attacker and thus the MPA much easier to conduct.

For avoiding the SUA, the second transformation is restricted to translations
of length limited to rmax local. If it holds that rmax local ≤ dsample (compare
minimum sampling distance, section 3), it is guaranteed that stationary targets
do not produce any PUs, which averts the SUA in the first place. Avoiding the
SUA is our main motivation for limiting rmax local.

5.4 The Mobility Pattern Attack

The MPA is probably the most interesting of the presented attacks and is there-
fore treated most extensively. It is based on the assumption that transformed
target traces exhibit similar mobility patterns like the original ones. An attacker
could, e.g., conduct a map-based attack, where she compares certain road pat-
terns with the patterns of obfuscated traces in order to uncover the performed
coordinate transformations. Another possibility is to search for patterns that are
typical for a specific person. Suppose, it is known to an attacker that person A
lives at location L, works at location W , has lunch at location F and uses partic-
ular travel paths at particular times. By searching the database for a trace that
exhibits similar mobility patterns, the mapping from A to the corresponding
pseudonym P could be uncovered.

In the following, the robustness of our approach against the MPA is examined
by means of a simulation. First, our general method as well as type and amount of
input data is summarized. After depicting how the simulation is parameterized,
a short excursion on possible measures for comparing traces follows. Then, we
describe and evaluate the obtained results. Finally, the role of the community
key sG is shortly discussed and it is sketched how sG can be dynamically changed
in order to improve trace anonymity.

Simulation. In general, we want to show that by our obfuscation method the
shape of a trace looses resemblance to its original version so that it cannot be
easily re-identified from a set of other traces that have been obfuscated. Our
focus is to evaluate structural attacks, such as comparing collected traces with
the road patterns of a city. That is, in our simulations the time-related aspects
of traces, such as recurring events in a target’s daily live, are not considered.
Devising and simulating attack models that consider this type of background
information is postponed to future work.

In order to simulate the attack, we have collected 69 GPS traces of students in
and around the city of Munich, representing both pedestrian as well as vehicular
movements. The timely duration of a trace varies between several minutes and
five hours, whereby GPS position fixes occur in intervals of one second. The
traces are obfuscated by the method presented in Section 4.3 according to the
following parameters.

Simulation parameters. The local translation vector v := (xlocal, ylocal),
which is dependent on the community key sG as well as the time t, is
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generated by a pseudorandom function. Therefore, sG, which serves as the seed
value, is arbitrarily chosen and fixed for one simulation run. All traces are aligned
in the time domain, so that every trace starts with t := 0. For every time step
t, 0 ≤ t ≤ tmax, with tmax being the length of the longest trace, the local transla-
tion vector v := (xlocal, ylocal) is computed with the help of the random function.
The length of v is chosen upon a uniform distribution with 0 < |v| ≤ rmax local.
Furthermore, the direction of v is uniformly distributed between 0 and 2π. v is
computed for each time step t and is then applied to all position fixes with time
stamp t.

The parameters for the global transformation are arbitrarily chosen and fixed
for one simulation run.

Trace similarity. Our interest is, how similar an obfuscated trace λ∗ is to its
original version λ and how many other obfuscated traces μ∗ are more similar to
λ than λ∗ is to λ. We presume that, if a certain percentage of obfuscated traces
μ∗ is more similar to λ, then the structure of λ∗ must be sufficiently blurred to
provide a certain level of protection.

However, in order to obtain a similarity measure for comparing the structure
of two traces the following considerations must be taken into account. Trace sim-
ilarity is discussed, e.g., in [YAS03], where a shape-based similarity is described.
[MdB02] presents raster-based spatial, temporal and spatial-temporal aggrega-
tion methods. Unfortunately, these and similar methods do not specify the way
rotated traces have to be aligned for comparison. That is, the mechanisms only
work for traces with conserved global reference. Thus, they cannot be used for
our technique.

A possible solution are feature methods used in the field of similarity search in
computer aided design (CAD) or molecular databases [MG95] [BMH92]. These
algorithms are invariant to translations and rotations as they only deal with
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Fig. 5. Feature vector calculation with distance-based angular profile
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relative changes within the tested object. Like in these approaches, we have
used a feature-based similarity metric.

For each trace λ, a feature vector Fλ = (αλ1, ..., αλm) ∈ R
m is computed,

which represents the distance-based angular profile of λ. Figure 5 illustrates this
computation. Parameterized by a feature distance dfeature, the angle α is added
to Fλ only if the distance between the current position pc and the last considered
position pl is greater than dfeature. α corresponds to the difference between the
last considered moving direction and the current moving direction.

We define the similarity between two feature vectors Fλ = (αλ1, ..., αλm) and
Fμ = (αμ1, ..., αμn) with m ≤ n to be the maximum of the Euclidean distances
between Fλ and all possible candidate subsequences (αμi, ..., αμj) ⊆ Fμ, 0 ≤
i ≤ j ≤ n, j − i = m. This represents a conservative metric with respect to the
presented attack, because the worst match of a subset of a trace to another one
is considered.

Simulation results. Each trace is compared to all others and each comparison
is done 100 times. Each simulation run is conducted with a different group key
sG. We observed that changing the group sizes and thus the number of traces ob-
fuscated by the same sG has only negligible effects on the results. Figure 6 shows
the results of the conducted simulations. The ordinate shows the percentage of
obfuscated traces μ∗ that are more similar to a given trace λ than λ∗ is to λ. In
other words, the ordinate corresponds to the relative size of the anonymity set

Fig. 6. Simulating an MPA: The ordinate denotes the relative size of the anonymity set
related to the set of traces. The x-axis shows the maximum size of the local translation
vector.
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according to [PK01]. A value of 100% indicates maximum anonymity, whereas
a value of 0% means that an obfuscated trace is unique in the set of traces. The
x-axis shows the limit to the local translation, rmax local. There are four curves
depicted, each for a different value of dfeature, which parameterizes the calcula-
tion of the feature vector. In previous sections, we explained why it must hold
that rmax local < dsample. Therefore, the distance between two subsequent po-
sition fixes collected about a target can never be smaller than rmax local, which
in turn limits the feature calculation that can be conducted by an attacker to
rmax local < dfeature. This is the reason why the curves stop at some point. Fur-
thermore, the charts show that feature calculation with dfeature = 1000m yields
the best results from the point of view of an attacker for all possible values of
rmax local.

It becomes obvious that a higher rmax local leads to an increase of the fraction
of similar traces. With rmax local set to 100m, a possible borderline tolerance
of b = 300m for proximity and separation detection can be realized (compare
Section 3). For that configuration, about 7.5% of all obfuscated traces μ∗ are
more similar to λ than λ∗ is to λ. For b = 1500m the fraction is almost 20%. If
these values provide sufficient anonymity or not mainly depends on the number
of traces in the database. That is, for supporting k-anonymity for a given k and
a given fraction f of similar traces, the database must contain at least k ∗ f
traces. Furthermore, the presented charts show average values. For guaranteeing
that traces that a more characteristic than average cannot be distinguished from
at least k − 1 other ones, even more traces would be necessary in the database.
Finally, the presented results are specific to the simulated scenario. In order to
obtain more reliable data, additional simulations, e.g., with GPS traces taken
from targets traveling on highways, are necessary.

Nevertheless, the simulated scenario represents a worst case, where collected
traces consist of samples continously taken with a spatial resolution of the min-
imum sampling distance dsample. As already pointed out in Section 3, an effi-
cient strategy for proximity and separation detection typically leads to a much
lower number of collected position samples, which significantly enhances trace
anonymity.

Role of community key. The longer a trace gets, the more identifying it
is. Unfortunately, in our simulation, we only had traces available of up to five
hours of recording. Thus, the results obtained are not authoritative for proving
robustness for traces collected over a much longer time span. Changing a target’s
pseudonym every several hours is not an option for LBCSs. Instead, we propose
that the community key sG is exchanged on a regular basis.

Without further precautions this method could easily reveal to an attacker
a mapping from the transformation based on one sG to the next one. She only
needs to observe that successive PUs of all targets suddenly jump unusually far
apart. In order to avoid that, we recommend to preserve certain guard times
between using different keys. During a guard time no PU may be transmitted
by any community member.



Anonymous User Tracking for Location-Based Community Services 131

6 Conclusion and Outlook

In this paper, we presented a novel anonymity technique suited for protect-
ing the advanced LBS functions proximity and separation detection. These two
functions are base mechanisms for realizing LBCSs. Our idea is to apply distance-
preserving coordinate transformations to the positions of all targets of a
community. This way, service quality remains unchanged while identifying char-
acteristics of a target’s trace can be removed.

We evaluated the approach by argument and by simulation and concluded
that, despite some weaknesses for protecting very large groups, the technique is
well-suited for withstanding a number of conceivable attacks, among them being
map-based ones. Like in related approaches, it is difficult to give an absolute
measure for how hard it is to break our mechanism, as it is highly dependent on
the amount of background information an attacker has. While in this paper, one
obvious attack scenario was simulated based on real data, doing this for other
scenarios is still an open issue, which, however, cannot be in the scope of this
work.

We also described how the quality of an LBCSs is (qualitatively) related to
the protection level provided by our approach. Given this information, targets
can trade off quality against privacy according to their individual convenience.

In further work, we are planning to devise efficient strategies for cluster de-
tection as well as k-nearest-neighbor detection, which are based on the proxim-
ity and separation detection mechanisms protected by the presented approach.
Furthermore, we investigate privacy mechanisms suited for protecting targets
against the users of an LBCS. An interesting topic in this context is if white
lying of targets about their position should be possible in order to reduce peer
pressure. Otherwise, the only way to avoid being located by members of their
community is an explicit veto, which can have negative social consequences in
some situations.
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Abstract. The automatic estimation of the user’s current interruptibility is im-
portant to seamlessly adapt a device’s behaviour to the user’s situation. Different
people differ in the way they rate their interruptibility. In this paper we inves-
tigate three options how to adapt an interruptibility estimation system to a par-
ticular user: by finding prototypical users, using experience sampling, or using
knowledge of prototypical situations. We have experimentally tested all three ap-
proaches on a data set of 94 situations that have been annotated by 24 different
users.

1 Introduction

To enable seamless interaction for mobile, context-aware devices, it is important to
know how much attention the user has available for the system, i.e. how much the
system would interrupt the user in his current situation.

We have shown in previous work [13, 14] that it is possible to estimate the user’s
interruptibility from data of body-worn sensors. It is important here to distinguish be-
tween interrupting the user and interrupting the environment. We make this explicit
by dinstinguishing the social interruptibility and the personal interruptibility. We have
shown in a user study that users do make use of this distinction, when given appropriate
notification modalities.

A first contribution of this paper is to show that users rate their interruptibility very
differently and that an automatic system for interruptibility estimation thus needs to
adapt to its user. People rated each other’s interruptibility correctly in only about 65% of
the cases (for both personal and social interruptibility, using a comparable error measure
as for the experiments below, see Section 3).

In this paper we concentrate on adapting an interruptibility estimation system to the
user. For this we compare three different approaches to adapt the system to the user.
Firstly by defining prototypical users, secondly by performing a (random) experience
sampling, and thirdly by identifying prototypical situations and generalizing from them.

The first strategy aims to find users that rate different situations similarly and rep-
resent them as prototypical users in the system. The system would be pre-trained for
each of the prototypical users. The user could then select the prototypical user which
is closest to his own preferences, or the system could try to determine it automatically
after a few user interactions.
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The second option is to adapt the system online during run-time. It would perform
an experience sampling, i.e. regularly interrupt the user to ask how he would rate his
current interruptibility. In order to avoid that the system becomes annoying to the user,
the number of user interactions should be kept as small as possible. While it is possible
to perform a random experience sampling, more sophisticated approaches might try to
actively sample only unknown situations.

The third possibility is to identify situations that have prototypical interruptibility
ratings and have the user annotate only those situations. The user would annotate a
few situations before using the system. This would be similar to personalizing a speech
recognizer by reading a defined passage of text to it.

This paper is structured as follows: we revise related work (Section 2) and intro-
duce the interruptibility estimation algorithm (Section 3) and data set we collected
(Section 4). As the first contribution we analyse how different people differ in their
rating of each other’s interruptibility (Section 4.1). Secondly, we discuss three op-
tions for adapting an interruptibility estimation system (Sections 5-7). As the third
contribution we evaluate each of the three approaches and discuss their respective
strengths and weaknesses (Section 8). We conclude the paper with a summary and
outlook (Section 9).

2 Related Work

Human attention is a resource that has distinct and well-characterized limits and com-
puter systems have to take these limitations into account (see for example Horvitz et
al. [10]). Interruptions increase the load on human memory. Cutrell et al. [1] have shown
that interruptions by instant messaging applications decrease human performance and
have a negative effect on the memory required for resuming the original primary task.
Czerwinski et al. [2] performed a week-long diary study of task interruption with ten
subjects. Their subjects reported that there is a near one-to-one correspondence be-
tween tasks and interruptions. Hudson et al. [11] carried out an experience sampling
study with 10 research managers. Some of them reported that, although they did not
like being interrupted in their current task, they also did not want to miss the interrup-
tion, because they might miss an important issue. It is therefore important to correctly
assess the importance of the interruption and the interruptibility of the user.

Estimating user attention and interruptibility has received attention for quite a while
in very specialized settings, where the main task is bound to the computer and requires
the entire user attention, e.g. in Horvitz et al. [8] for Space Shuttle monitoring and in
Obermayer and Nugent [15] for military command control.

More recently, interruptibility estimation has been investigated in more standard
office-type scenarios. Hudson et al. [12] collected 600 hours of audio and video data
of 4 research managers. They used experience sampling to obtain 672 samples of the
subjects’ interruptibility on a scale from 1 to 5. Roughly 30% of this data was in the
‘highly non-interruptible’ class. They trained models on simulated features and ob-
tained scores of up to 78% for a two-class problem (‘highly non-interruptible’ against
the rest). In a follow-up study [3] they collected another 975 self-reports from 10 sub-
jects. They investigate different user groups (managers, researchers, interns) and several
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sensor sets (full, laptop only, and a set without microphone for privacy reasons). They
obtain comparable recognition results of 81-87% using real sensors.

Fogarty et al. [4] observed subjects during a programing task to investigate their
interruptibility. They used the reaction time upon an interruption as a measure of in-
terruptibility. Three levels of interruptibility emerged from their data: an ‘interruptible’
state (with a mean reaction time of 2.281 seconds and a standard deviation of 0.752 sec-
onds), an ‘engaged’ state (mean: 6.917 seconds, standard deviation: 3.434 seconds), and
a ‘non-interruptible’ state (mean: 43.065 seconds, standard deviation: 37.399 seconds).
The statistical model for the two-class problem (‘interruptible’ against the remaining
two) correctly classified 74.8% of the interruptible and 67.5% of the non-interruptible
samples.

Estimated attention and interruptbility has been mainly used for e-mail and call han-
dling. Horvitz et al. [9] present the Priorities system: they infer user attention from
sounds in the office and from computer activity and estimate the user state in an ap-
plication-centric way (“word-processor centric” vs. “e-mail centric”). They model the
net value of an alert as a continuous variable. The system presents alerts differently de-
pending on this value, by playing criticality specific sounds, automatically bringing the
client to the front or opening messages automatically. In a follow-up system they allow
users to define rules for their own interruptibility and importance of messages [7].

The MyVine system [5] uses speech detection, location, computer activity, and cal-
endar entries to estimate interruptibility. It uses a unified telephone, instant messag-
ing and e-mail communication system. Following a socially translucent approach, it
presents peer ‘contacts’ grayed out depending on their level of interruptibility, and thus
leave the choice of how to contact a particular person to the user.

Interruptibility estimation in mobile setting has received comparatively little atten-
tion. Sawhney et al. [16] address the issue of scalable, context-aware e-mail notifica-
tions for wearable computers. They use the importance of messages, the usage level of
their device and (as the only “external” context) the likelihood of conversation. Kern et
al. [13, 14] present a system for estimating the interruptibility of a user from real sensor
or acceleration, audio, and location sensors.

Ho and Intille [6] use sensors to classify the user’s activity in sitting, walking, and
standing. They use this information to mediate interruptions. They found that users
preferred to be interrupted when in transition from one activity to another. They did not
aim at estimating the interruptibility explicitly.

The online adaption of an interruptibility estimation system has, to the authors’
knowledge, not been investigated. All approaches listed above allow to train a system
for a particular user, but do not allow to adapt it after training.

3 Interruptibility Estimation

As mentioned in the introduction, we distinguish between the interruptibility of the user
(called personal interruptibility) and that of his environment (the social interruptibility).
Figure 1(a) shows the two variables drawn along the axis of a two-dimensional space.
We can use this space to describe the user’s interruptibility for any given situation (see
[14] for a more complete description).
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Fig. 1. Automatic Recognition of Interruptibility from Low-Level Contexts

An intuitive approach to estimate the user’s interruptibility would be to recognize
situations such as those depicted in Figure 1(a) and infer the interruptibility from them.
However many situations do not give a precise enough hint about the user’s interrupt-
ibility. For example the situations Restaurant, Having A Coffee, and Bar belong to a
continuum that covers the diagonal of the space (see Figure 1(a)). Increasing the gran-
ularity of the situations would of course help, but would introduce so many special
cases that the problem becomes intractable. Thus, we estimate the interruptibility di-
rectly from the output of low-level context sensors. A context sensor is an algorithm
that gives information about a basic context, e.g. the user’s physical activity (sitting,
walking, etc.) or the auditory scene (in a restaurant, on the street, etc.).

The basic idea of our recognition approach is that for every low-level context sen-
sor we can give a tendency where the interruptibility is likely to be. For example, for
a Lecture Hall context sensor (e.g. based on audio) we know that the interruptibility is
likely to be in the lower-left-hand corner of the space, because both the user and the
environment should probably not be interrupted (see for example the top left tendency
in Figure 1(b)). Since we can never know such low-level context for sure, different
context sensors might be inconsistent or even contradicting. Treating context sensors
as recognition sub-systems, we get a recognition score l(s, t) for every context sensor
s and reading at time step t. To incorporate all information available, we weigh the
tendencies Ts(x,y) with the recognition scores of the respective sensors l(s, t) ((x,y)
being the two directions in the interruptibility space). We then sum the weighted ten-
dencies Intr(x,y, t) = ∑s Ts(x,y) · l(s, t) and obtain a likelihood map over the interrupt-
ibility space, in which we search the maximum. Figure 1(b) shows an example of the
procedure for four different context sensors.

We find low-level contexts automatically by applying a k-means clustering to the in-
coming sensor data. We use the distances to the cluster centers as ‘likelihood’ l(s, t). We
represent the tendencies as a two-dimensional grid of bins, where each bin has a fixed
(scalar) value. We can thus compute the tendencies automatically: during training the
values of l(s, t) are known, and the Ts(x̂, ŷ) are to be estimated (where (x̂, ŷ) is the dis-
crete two-dimensional bin-number). For every training example and bin (x̂, ŷ) we obtain
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a linear equation. Given a set of training examples we can solve this over-determined
problem per bin using least-squares. To account for small variations in the data we blur
the ground truth.

In previous work, we evaluated the approach experimentally [13]. We recorded a
data set of 3.5 hours with 12 3D body-worn acceleration sensors, a microphone, and
(WLAN-based) location sensor. Because we want to use this information for modality
selection, we accept the estimation error if it is smaller than half the distance between
the grid lines in Figure 1(a). We achieved a classification score of 97.2% for the social
interruptibility and of 90.5% for the personal interruptibility.

In the experiments presented in this paper we use 50 low-level contexts. During train-
ing, we blur the ground truth annotation with a Gaussian with σ=0.5 (the interruptibility
space uses the interval [0;3]) and use a grid resolution of 6x6.

4 Data Acquisition

In this section, we introduce the data set we collected for this study and present base-
line interruptibility recognition results (Section 4.2) using the algorithm presented in
Section 3. We analyse how consistent users are in rating each others’ interruptibility
(Section 4.1).

To test the adaptation to a particular user we would ideally need sequences of data
from multiple users with regular annotations. One approach to obtain such data would
be to perform experience sampling. However, this incurs a high overhead in acquiring
the data, since users need to be equipped with recording setups. Furthermore, experi-
ence sampling often produces little data and is hard to control and to compare between
users. We therefore opted for a video-based approach, where we recorded videos of
various situations and asked 24 users to annotate the situations in the videos. The user
shown in the videos wore a recording setup that recorded data from body-worn acceler-
ation, audio, and location sensors. We have thus obtained a set of real sensor data with
annotations from 24 different users.

We collected two videos of 47 situations, resulting in a total of 94 situation videos.
Each video is five seconds long. The videos all contain the same person (wearing a
particular red backpack) to disambiguate which situation they actually show. We chose
the situations to best possibly sample the interruptibility space. The situations varied
between: looking at shop windows, sitting in a different restaurants (posh, student, Mc-
Donalds), attending a lecture, studying in the university library, working in a computer
lab, buying gum at a kiosk, etc.

Synchronized with the video we recorded sensor data from 12 3D body-worn ac-
celeration sensors, audio, and (WLAN-based) location. As features we computed mean
and variance on each channel of acceleration over windows of one second. For audio we
computed 10 cepstral coefficients over windows of 30 ms and averaged those over one
second. The location was sampled once per second. We thus obtained a feature vector
every second. Out of the continuous stream of data we cut out 6 feature vectors for each
video.
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Fig. 2. Screenshot of the Annotation Application. This application was used by the 24 study
participants to annotate all 94 different situations. On top a five second video was shown, which
was annotated by the users using the three sliders below.

For this study we had 24 participants annotating the videos. They were all students
either at the departement of computer science at ETH Zurich or at the psychology de-
partment of the University of Zurich. Half of the participants were female. The mean
age was 24.6 year (stdev. 4.1 years). 23 out of the 24 participants reported to own a
mobile phone.

Figure 2 shows a screenshot of the annotation application. On top the video was
shown. For each video the participants had to provide a rating for the three questions
below (in this paper we used only answers to questions 2 and 3). We used ratings on
graphic rating scales (on a scale from little (value 0) – much (value 1)).

1. How much does it disturb you, if you receive a phone call in this situation? (Mobile
phone rings audibly)

2. How much does it disturb you, if you receive a phone call in this situation? (Mobile
phone vibrates, you notice it)

3. How much does it disturb your environment, if you receive a phone call in this
situation? (Mobile phone rings audibly)

In summary, we collected data of 94 situations (two instances of 47 different situ-
ations). For each situation we have sensor data of 12 body-worn acceleration sensors,
audio, and location sensors. We asked 24 different participants to annotate videos of
those situations.
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4.1 Consistency Between Users

As a first baseline result we computed the consistency of ratings among users. This is
an important prerequisite: if the users ratings are consistent, an adaptation to the current
user would not be needed.

In order to be able to compare the results with the results obtained from automatic
recognition, we used a similar error measure: we divide the interruptibility space in a
regular grid (of resolution 6x6, as for the other experiments). We use one user’s rating
as ‘ground truth’ and the other users as ‘recognition’. We then evaluate the recognition
performance using the same method that we use for automatic recognition results (see
Section 3).

The results are shown in the third set of bars in Figure 3. With 65.5%/64.1% for
social and personal interruptibility, users are quite inconsistent in their ratings. This
confirms our argument that users differ significantly in their interruptibility ratings and
that thus interruptibility estimation systems should adapt to their user [13].

4.2 Baseline Recognition Results

Using the data we collected, we computed two baseline recognition results. Firstly the
recognition score on single users. Secondly we calculated how well the algorithm per-
forms if it is trained on data from users other than the one being tested.

Single Person Recognition. To see how well we can recognize the interruptibility of a
single user, we performed leave-one-out cross-validation: we trained the interruptibil-
ity estimation algorithm using data of 93 situations and tested on the last remaining
situation. We thus tested each situation separately and averaged the results.

The first set of bars in Figure 3 shows the recognition score for single users (averaged
over all users). We can classify the social interruptibility correctly in 78.3% of the time.
The personal interruptibility performs nearly 10% better with 87.8%. We attribute this
to the fact that the personal interruptibility in our setting is more subtle (due to the
vibrating phone modality) and thus more consistent between situations. Both scores
are about 10% lower than those we have obtained in previous work [13, 14]. This is
probably due to the fact that the data in this study is much more varied and that there is
considerably less training data available.

System trained on other users. Since we have data of multiple users available, we also
test how well other users’ annotations can be used for training. To test a user, we used
the annotations of all other users to train the system. We averaged the annotations of
the other users per situation, s.t. we obtained a single annotation per situation. We then
tested the system using the annotations that user made on all situations. The results
are depicted in the second set of bars in Figure 3 (averaged over all users). The results
are with 65.8%/73.7% about 13-15% lower than for single user recognition. This can
be explained by the fact that we did not use a single personal annotation. This again
indicates that training on other users will not be sufficient.
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Fig. 3. Baseline Recognition Recognition Results and Recognition Score using Information from
Prototypical Users. The first set of bars shows the recognition score of a single user’s data. The
second set the recognition scores of a system that is trained on other users’ data. The consistency
results between users is shown in the third set. The last two sets indicate the results with 5 and 10
prototypical users, respectively (the experiments are each repeated 10 times).

4.3 Discussion

The results of Sections 4.2 and 4.1 clearly show that it is necessary to train and adapt the
system to individual users. The following Sections 5, 6, and 7 propose and analyze three
different approaches to adapt to and learn from individual users in order to improve the
system’s ability to estimate a user’s interruptibility.

5 Prototypical Users

In Section 4, we have shown that, in general, users are very dissimilar in the way they
rate their interruptibility and thus systems need to adapt to their user. One possibility
is to identify groups of users that are similar in the way they rate their interruptibility.
Such a group could be represented by a single prototypical user. The user would have
to pick the most similar prototypical user himself, or the system could estimate the most
likely prototypical user from few user interactions.

In practice such a system would have predefined interruptibility estimation settings
for each prototypical user. The user of the system would then have to find out, to which
prototypical user his preferences are closest (e.g. by answering a series of questions)
and choose this set of settings. Since the settings are determined in advance, no personal
annotations are necessary.

Experimental Setup. To test, if we can identify users that are prototypical for oth-
ers, we cluster the users’ annotations and perform a cross-validated test within those
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clusters. We concatenate the annotations for social and personal interruptibility for each
user, thus obtaining 188-dimensional vectors. These vectors are then clustered using k-
means. Clusters with only one element are rejected and the clustering is restarted. For
each cluster we train the estimation algorithm on N-1 users and test on the Nth user,
where N is the number of users within that cluster. We then cross-validate over all com-
binations of users within that cluster, and average the results over all clusters.

5.1 Results

The last two sets of bars in Figure 3 show the results obtained for 5 and 10 prototypi-
cal users respectively. We obtain slightly better recognition results with 10 prototypical
users than with only 5 prototypical users (2.3%/2.9% better for social/personal inter-
ruptibility). This can be explained by the fact that with fewer clusters more users are
grouped in a cluster, thus increasing the variance within that cluster.

Compared to the results for a single user (first set of bars in Figure 3), neither 5 nor
10 prototypical users achieve the same performance. Using 10 prototypical users we
obtain a recognition score for the social interruptibility that is only 2.9% less than that
of single user recognition. For the personal interruptibility however, the results are not
quite as good: the score using 10 prototypical users is 11.5% lower than that of single
user recognition. We explain this by the fact that the personal interruptibility is more
personal and generalizes less from user to user.

When comparing the recognition score using 10 prototypical users to the score where
the system is trained on other users (second set of bars in Figure 3), we obtain a small in-
crease in the recognition score of the personal interruptibility (2.6% increase to 76.3%).
The recognition score of the social interruptibility profits increases considerably by
9.6% from 65.8% to 75.4%.

The comparison of 10 prototypical users with results of single users and of a sys-
tem trained on other users leads to the conclusion that it is comparatively easy to find
clusters in the social interruptibility that generalize from user to user. For the personal
interruptibility it is much harder to find such clusters.

It is important to note that we have only very limited data available (we cluster 24
188-dimensional vectors), making it hard to draw any firm conclusion from the results.
To test the approach more thoroughly substantially more user annotations would be
required which in itself is an important limitation of the approach.

6 Random Experience Sampling

In Section 5 we presented an approach for adapting an interruptibility estimation sys-
tem by generalizing from one user to another. A fundamentally different possibility is
to ask the user to supply personal annotations of his interruptibility and use those to
incrementally adapt the system. It is critical to keep the number of personal annotations
as low as possible, so as to avoid to annoy the user. The strategy with which personal
annotations are obtained determines to a large extent the number of required personal
annotations.

There are three fundamentally different strategies for obtaining personal annotations:
firstly by performing a random experience sampling, i.e. by randomly interrupting the
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user and asking him for his current interruptibility, secondly by actively sampling only
‘unknown’ situations, and lastly by asking for quality feedback on interruptions that
would have occurred anyway.

Regularly interrupting the user might of course be annoying over time. It does how-
ever not make any assumptions about the situations a user might encounter and should
thus work for any user with a sufficiently high number of personal annotations. Below,
we show experimentally that this is indeed the case.

Actively sampling unknown situations allows to reduce the number of necessary
personal annotations. It does however make assumptions about the situations a user
is likely to encounter and might therefore not work for all users. We discuss such an
approach in Section 7.

When using quality feedback, the user rates interruptions of the system. This could
be done implicitly, e.g. by not rejecting a phone call, or explicitly by asking the user
which modality would have been better suited. While this allows to reduce the number
of personal annotations by only requiring negative annotations (i.e. when the system did
not perform as desired), it might introduce a considerable bias, because the sampling is
limited to times when the user is interrupted. Also the interpretation of positive samples,
when the user did not correct the system, is not obvious. The user might have been
satisfied with the interruption or might simply have forgotten to rate it. For these reasons
we only consider the first two strategies in this paper.

Experimental Setup. We evaluate the approach using random experience sampling on
the data described in Section 4. We start with a pre-initialized system (using the average
of other users’ annotations) and add personal annotations as they are entered into the
system. The sequence in which situations are added plays of course a central role. To
compensate for effects caused by the situation sequence we repeat the experiments with
50 different situation sequences.

For a given user we initialize the system using the averaged annotations of all other
users (as in the system trained on other user result, second set of bars in Figure 3). One-
by-one we replace those annotations by the personal annotation of the given user. After
each situation is added we test the recognition performance on all remaining situations.
In order to keep a minimal size of the test set we end the iteration after the addition of
85 out of the 94 situations.

6.1 Results

Figure 4 shows the result averaged over all users and all 50 repetitions of the experiment.
The upper line indicates the recognition score for the personal interruptibility and the
lower line that of the social interruptibility.

Most importantly, we can observe a (nearly) linear increase in recognition score
with each added situation. The first recognition score (the left-most point of the lines)
corresponds to the system trained on other users score as indicated in the second set
of bars in Figure 3. We obtain here a score of 65.8% for the social interruptibility and
78.4% for the personal interruptibility. The last recognition score depicted in Figure 4
closely corresponds to the single user recognition score (see the first set of bars in
Figure 3). It is slightly lower (about 2%) than the maximum score for the personal
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Fig. 4. Recognition Score using Random Experience Sampling. Users’ annotations are incremen-
tally used to adapt the system. Situations are selected in random order. The experiment is repeated
50 times.

interruptibility. We explain this by the fact that not all situations have been added to
the training set. For the social interruptibility the recognition score is slightly (about
3%) higher than the score in Figure 3. This is an artefact of the random selection of
situations.

7 Prototypical Situations

In this section we discuss an approach that tries to generalizing across situations. If
two situations generally share the same interruptibility rating, it is sufficient to have
a personal annotation for one of them. If such correspondences were known, the user
could pre-train the system by annotating only a few prototypical situations, and the sys-
tem could automatically generalize to other situations. This would be similar to speech
recognizers, which can be pre-trained by reading a predefined passage of text.

In practice the user would annotate the prototypical situations before actually using
the system. For each prototypical situation the system would store sensor data for a
group of similar situations. When the system encounters a new situation during use,
it would use the sensor data to find a similar situation out of this set. It can then use
the annotation of the prototypical situation to adapt itself to that situation. Without the
prototypical situation it would require a personal annotation, and thus a user interaction,
the number of which should be kept minimal.

Active Experience Sampling. An important aspect of this approach is that it allows for
active experience sampling: instead of randomly sampling the interruptibility of the user
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(as described in Section 6), the system could sample only those prototypical situations
for which it has not obtained a personal annotation yet. For each newly encountered sit-
uation it would check, which of its stored situations is most similar. If the corresponding
prototypical situation has been annotated by the user, that annotation can be used for
the newly encountered situation as well. In consequence the number of personal an-
notations, and thus user interactions, would be limited to the number of prototypical
situations.

Experimental Setup. To test how much we can profit from using prototypical situations,
we have to perform two steps: firstly, we have to identify situations that have similar
interruptibility ratings and secondly we have to test how the recognition score evolves
with an increasing number of personal annotations.

For the first step, we have to find groups of situations that have similar interruptibility
ratings, irrespective of the actual rating. We do this separately for the social and personal
interruptibility. We base our approach on the paired t-test and use a variance measure
similar to the t-test’s significance. We compute this measure for each pair of situations
of our data set. We use a threshold θ to decide whether two situations are similar or not.
We then group situations: the situation with the largest number of ‘similar’ situations is
selected as the first prototypical situation. We remove the prototypical situation and all
similar situations from the set and iterate this procedure, until no situations are left.

For evaluating the impact on the recognition score, we compose a sequence of situ-
ations from the prototypical situations and incrementally add them to the training set,
similar to the approach used in Section 6. Instead of changing only the annotation for
the newly added situation we also change the annotation of all situations that belong to
the same prototypical situation (unless we have a proper personal annotation for them).
We initialize the system with the averaged annotation of all other users (as for the sys-
tem trained on other users score depicted in Figure 3). After adding a new situation, we
compute the recognition score on all remaining situations.

Specifically, from the groups of situations for social and personal interruptibility
we compose two sequences of situations and merge them so that we have alternating
situation samples. To compose a single sequence we randomly select a situation from
the largest group of situations, then from the second largest group, etc. When we have
selected a situation from all groups, we start over and iterate this procedure until no
more situations are left. When two groups have the same size, we randomly select one
of them.

For each personal annotation we add, we search for the closest situation (on the basis
of the sensor data). We then change the annotation of that situation to the newly obtained
personal annotation. We also seach all ‘similar’ situations, i.e. that belong to the same
prototypical situation, and change their annotations to that of the newly obtained one
(unless they have already been annotated by a matching personal annotation). Since we
have only one set of sensor data for each situation we can find the exact situation the
newly obtained personal annotations corresponds to. In a real system, we would have
to employ a closeness measure on the basis of the sensor data.
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7.1 Results

Figure 5 shows how the recognition score evolves with an increasing number of pro-
totypical situations in the training set. The top line indicates the recognition score for
the personal interruptibility and the bottom line that of the social interruptibility. The
recognition score evolves from the score obtained from the baseline score of the system
trained on the other users on the left to the maximal score that is obtained by training
the system only on one user.

We can observe clearly that there is a sharp increase in recognition score within the
first 20 situations. After that the recognition score increases only slightly (about 3%).
Thus, the user would have to annotate only 20 prototypical situations (out of the 94
possible) to achieve a recognition score within 3% of the maximum recognition score.

For an active experience sampling, we only need to annotate as many situations as
there are groups of situations. In Figure 5 we have 24 groups for the personal interrupt-
ibility and 32 for the social interruptibility. Since personal and social interruptibility
are added to the training set in an alternating manner, we require about 40 personal
annotations until all groups of the personal interruptibility have received at least one
annotation and about 50 for the groups of the social interruptibility (the exact numbers
vary slightly due to the randomization of the algorithm). As we can see from Figure 5
it is not even necessary to annotate all prototypical situations. Increasing the number of
personal annotations from 20 to 40 increases the recognition score by only about 1-2%.
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Fig. 5. Recognition Score using Prototypical Situations. Situations were grouped using a thresh-
old θ = 0.8. We thus obtained 24 groups of situations for the personal interruptibility and 32 for
the social interruptibility. The experiment was repeated 50 times.
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8 Discussion

The last three sections presented three variants of how an interruptibility estimation
system can adapt to its user. The first approach identifies prototypical users and pre-
trains the system using the settings from one of those prototypical users. The second
approach uses random experience sampling to adapt itself gradually to the user. The
last approach generalizes from prototypical situations and re-uses personal annotations
by the user for all situations that are similar to a prototypical situation.

For the approach using prototypical users the system requires a predefined set of
prototypes with corresponding interruptibility estimation settings. The user has to se-
lect the prototypical user whose settings are closest to his own preferences. The ap-
proach is advantageous, because it works without requiring the user to annotate a single
situation himself. On the other hand, it is limited in the number of users for which it
works.

Our experiments on prototypical users show that it is well possible to identify users
that have similar settings for the social interruptibility. When using 10 prototypical users
we can increase the recognition score by 9.6% to 75.4% from a system trained on other
users. This is only 2.9% below the maximum score that can be obtained when training
the system on a single user only. For the personal interruptibility, this is however not the
case: compared to a system trained on other users we get only an increase of 2.4% in
recognition score, which is 11.5% below the maximal recognition score. It is important
to note here that we have a comparatively small data set available to find prototypical
users (only 24 users), making it difficult to draw a firm conclusion from the results.

Using random experience sampling we regularly sample the user’s interruptibility
and incorporate such new personal annotations into the training set. This is very gen-
eral, since we do not make any assumptions about the situations the user is likely to
encounter. However, such a strategy requires many training examples.

We could show experimentally that the recognition score increases approximately
linearly with an increasing number of personal annotations from the base score (system
trained on the other users) to the maximum score (system trained on a single user only).
To achieve a performance that is comparable to the prototypical users approach, we
require 25 personal annotations for the personal interruptibility and 60 for the social
interruptibility.

For the approach using prototypical situations, we identify situations that have sim-
ilar interruptibility ratings and generalize from such a prototypical situation to a whole
group of situations. The user would annotate a number of prototypical situations be-
fore using the system, similiar to personalizing a speech recognition system. While this
approach adapts very quickly to the user, it does make assumptions about the situa-
tions he will encounter and is thus limited in its generality. Having groups of situations
allows for active experience sampling, which combines the generality of the random
experience sampling with the fast adaption of the prototypical situations approach.

Our experiments show that the approach indeed adapts very quickly to the user. To
obtain a performance comparable to the prototypical users approach, it requires only 6
and 4 personal annotations for social and personal interruptibility, respectively. With 20
personal annotations we already obtain a recognition score that is only about 3% lower
than the maximal score (recognition on a single user).
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Using groups of prototypical situations allows to perform an active experience sam-
pling, in which the user is only asked to annotate situations that are unknown to the
system. We identified groups separately for the social and personal interruptibility and
found 32 different groups for the social interruptibility and 24 for the personal interrupt-
ibility. For an active experience sampling, exactly one personal annotation is needed per
group. Figure 5 shows that with 24 annotations we can achieve a recognition score that
is only about 2% lower than the maximum recognition score.

The approaches using prototypical users or situations are both limited in their gener-
ality: if a particular user simply does not match the profiles of the prototypical users or
does not encounter the situations that have been defined as prototypical, the system will
not be able to adapt to that particular user. There are two possible solutions to this issue:
firstly, to make the number of predefined users or situations sufficiently large. Secondly,
to resort to random experience sampling as that does not make any assumption about
the user or the situations he encounters.

The three approaches presented are of course not mutually exclusive, but should
rather be combined for maximum efficiency. A system could be pre-initialized using
prototypical users or with some personal annotations of prototypical situations and
could then learn during run-time by acquiring additional personal annotations. To learn
about the situations the user encounters a combination of active and random experi-
ence sampling, possibly in the form of quality feedback, seems to be suited best. This
combines the fast learning of active experience sampling with the generality of random
experience sampling.

9 Conclusion

The user’s current interruptibility and attention are important ingredients for seamless
user interaction with mobile, context-aware devices. We have shown in previous work
that it is possible to estimate the interruptibility from body-worn sensors and that users
differ considerably in their interruptibility ratings. In this paper we investigated how
consistent users are in their interruptibility ratings, and discussed and evaluated three
possibilities to adapt an interruptibility estimation system to a particular user.

For our experiments, we have collected a data set of annotations from 24 users on
94 different situations. We showed that users are only about 65% correct in their inter-
ruptibility ratings among each other. This low score shows that it is indeed necessary to
adapt an interruptibility estimation system to its particular user.

We investigated and evaluated three possibilities to adapt an interruptibility estima-
tion system to a particular user. Firstly by finding prototypical users, secondly using
random experience sampling, and thirdly by generalizing from prototypical situations.

The approach using prototypical users provides a jump start for the social interrupt-
ibility, which is close to the maximum score that can be obtained. For the personal
interruptibility it is harder to generalize from one user to another. The recognition score
using 10 prototypical users is 11.5% below the maximal achievable score.

Performing a random experience sampling increases the recognition score nearly
linearly with an increasing number of situations with personal annotations. While it is
possible to reach the maximal recognition score, the approach is relatively slow and
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requires many user interactions. To achieve a performance that is comparable to that of
the prototypical users approach, it requires 25 and 60 situations for personal and social
interruptibility, respectively.

The approach using prototypical situations requires only very few personal annota-
tions to achieve a high recognition score. With only 4 and 6 personal annotations for
personal and social interruptibility respectively it obtains a recognition score compara-
ble to the prototypical users approach. With 20 personal annotations it obtains a recog-
nition score that is only about 3% lower than the maximum score. Using the knowledge
of prototypical situations also allows for active experience sampling which interactively
adapts to the user while minimizing the number of user interactions at the same time.

Many issues remain to be addressed: the approaches should be tested with sensor
data from multiple users, ideally multiple users in a real-world setting. The approaches
are of course not mutually exclusive. A combination of approaches might allow for a
further increase in recognition score and adaptation speed.
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Abstract. In this paper we propose a novel scheme for unsupervised
detection of structure in activity data. Our method is based upon an
algorithm that represents data in terms of multiple low-dimensional
eigenspaces. We describe the algorithm and propose an extension that
allows to handle multiple time scales. The validity of the approach is
demonstrated on several data sets and using two types of acceleration fea-
tures. Finally, we report on experiments that indicate that our approach
can yield recognition rates comparable to other, supervised approaches.

1 Introduction

Activity recognition has gained a lot of interest in recent years due to its po-
tential and usefulness for context-aware applications. Typically, the recognition
of context such as activities is based on supervised learning techniques. These
approaches therefore rely on labeled training data which has to be representa-
tive for the respective application scenario. Obtaining labeled data of sufficient
quality however is often difficult and tedious. Therefore it is clearly desirable
to reduce the amount of supervision to a minimum for various reasons. First,
in order to scale to large amounts of data and large amounts of activity classes
labeling simply becomes impractical and error-prone. Second, in order to adapt
to different users and usage scenarios a context aware system should be able to
support the adaption through unsupervised learning techniques. Last but not
least, the burden of feedback and data annotation has to be kept to a minimum
for different users and usage scenarios.

This paper proposes a novel scheme to discover structure in sensor data in
order to model and recognize human activities using acceleration data. The
proposed approach is neither limited to activity learning and recognition, nor
to a particular type of sensor. Rather it can be applied more generally to many
types of sensors and context information.

Interestingly, many different types of sensors have been proposed and used for
activity recognition. The types of sensors range from simple sensors such as RFID
tag readers [1], over relatively simple sensors such as tiny, wearable sensors [2],
ball switches [3], and accelerometers [4] to more complex sensing methods such
as audio processing[5] and computer vision [6, 7, 8]. Also the simultaneous use of
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several modalities has been proposed, e.g. [9, 4]. Besides sensing technology the
type of algorithms also varies greatly. However, these approaches have in common
that they require a significant amount of supervision and labeled training data.
Consequently, a small number of approaches requiring far less supervision have
been proposed. Two approaches are particularly relevant for this paper. The first
is the work by Clarkson and Pentland [10, 11] which learn locations and scenes
from audio and vision data in an unsupervised fashion. Their focus, however, is
not activity recognition but the modeling of reoccurring locations and scenes such
as supermarkets. The second approach introduced by Patterson et al. [12] uses
an unsupervised learning scheme based on graphical models. Their focus however
is on transportation modes (such as bus, car, walking) and the incorporation of
commensense knowledge into the unsupervised learning scheme.

The main contributions of this paper are the following. First, an unsupervised
learning scheme for the discovery of activities in sensor data is proposed using
multiple eigenspaces. Second, the multiple eigenspace algorithm is extended e.g.
to handle multiple time scales of sensor data. Third, an experimental comparison
of two different feature representations for the discovery of activities at different
time scales are evaluated. Fourth, the algorithm is evaluated on real-world data
using body-worn sensors achieving comparable performance to fully supervised
learning approaches.

2 Multiple Eigenspaces

Principal component analysis (PCA) is a standard technique in pattern recognition
and machine learning to reduce the dimensionality of feature spaces. PCA finds
the principal components (or eigenvectors) of a data distribution spanning a linear
subspace of the feature space (often called eigenspace). PCA is an unsupervised
technique in the sense that it finds the optimal linear subspace to represent the
data without any annotation or user intervention. In many applications however,
it is more appropriate to represent the inherent structure of a data-set not with
a single but multiple eigenspaces [13]. This paper proposes and shows that the
concept of multiple eigenspaces can be used to detect and represent structure such
as individual activities in accelerometer data. This section first introduces the
general concept of multiple eigenspaces (sec 2.1) and then describes an algorithm
to extract multiple eigenspaces (sec 2.2–2.5). We then propose an extension to the
algorithm that can handle multiple timescales (sec 2.6). Section 3 then gives an
example illustrating the different stages of the algorithm.

2.1 Problem Description

Principle component analysis (PCA) allows to approximate a vector xi of a set
of data vectors G = {x1,x2, ...,xm|xi ∈ IRn}:

x̂i = e0 +
p∑

k=1

ykek, (1)
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i.e., by a vector e0 ∈ IRn plus a linear combination of p (eigen-)vectors e1, . . . , ep

(p < n, ek ∈ IRn). Principal component analysis is optimal in the sense that the
reconstruction error ε2 =

∑m
i=1 ||xi−x̂i|| is minimal. This is achieved by defining

e0 as the mean of all xi ∈ G and e1, . . . , ep as the eigenvectors corresponding to
the p largest eigenvalues of the covariance matrix of the vectors in G. We call the
linear subspace spanned by e0, e1, . . . , ep the eigenspace E(G) of G of dimension
p. When p = 0 the eigenspace of G only consists of the mean.

If the vectors in G are sufficiently correlated p can be chosen to be much smaller
than the dimension of the original vector space, while still maintaining a low re-
construction error ε2. In such cases, E(G), together with the coefficients y1, . . . , yp

(see eq. 1) of each xi ∈ G, can serve as a low-dimensional representation of G.
In many cases, however, a single linear eigenspace will be too general to capture

the low-dimensional structure of the data. Consequently, the dimension of E(G)
must be high in order to obtain acceptable reconstruction errors. Apart from the
computational issues involved, this means that the eigenspace cannot serve as a
good representation of the inherent structure of the data. In such cases, it would
be more suitable to divide G into sufficiently correlated subsets Gj ⊂ G and rep-
resent those subsets with eigenspaces Ej(Gj). Each of those eigenspaces serves as
a compact and low-dimensional model of the corresponding part of the data.

The problem to be solved is thus, given a set of data vectors G, to find sets
Gj ⊂ G, eigenspaces Ej(Gj) and dimensions pj , so that each xi ∈ Gj can be
approximated to a predefined degree of accuracy by its projection

x̂i = e0j +
pj∑

k=1

ykjekj . (2)

2.2 Overview of the Multiple Eigenspace Algorithm

Leonardis et al. [13] proposed an iterative procedure to solve the above problem
by simultaneously finding subsets Gj ⊂ G, eigenspaces Ej(Gj) and dimensions
pj . As a result the data in the input set G is divided into significantly cor-
related subsets of similar structure each represented by a separate eigenspace.
As we will show in the experiments these multiple eigenspaces correspond to
individual activities in accelerometer data and can be used for activity
recognition.

The algorithm consists of three phases: initialization, eigenspace growing and
eigenspace selection. During initialization, small subsets of data vectors are cho-
sen from the input set G, and their respective eigenspaces are calculated and
initialized with dimension zero. During eigenspace growing, the initial sets are
successively enlarged by adding data vectors and accepting or rejecting them
based on reconstruction error. At the same time, the corresponding eigenspaces
are recomputed and their dimension is adapted. As the growing process produces
overlapping and thus redundant sets and eigenspaces, the final eigenspace selec-
tion phase applies an optimization procedure that finds a subset of eigenspaces
that best represent the data with minimal redundancy. Importantly, the num-
ber of eigenspaces that are finally selected is determined automatically during
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eigenspace selection and does not have to be specified in advance. The following
describes the three phases of the algorithm in more detail.

2.3 Initialization of the Multiple Eigenspace Algorithm

The input to the algorithm is a set G = {x1,x2, ...,xm|xi ∈ IRn} containing data
vectors which we will refer to as segments in the following. During initialization,
a large number of small and redundant subsets G0

j ⊂ G is generated, uniformly
distributed across G. In the extreme case, each segment in G can serve as an initial
subset G0

j (as in our examples). For each G0
j , the corresponding eigenspace E0

j (G0
j )

is calculated, and its dimension p0
j is set to zero, i.e., the eigenspace equals the

mean of the segments contained in G0
j .

2.4 Eigenspace Growing

After the initial sets G0
j have been constructed, they are iteratively enlarged and

their corresponding eigenspaces are updated. In the following, Gt
j and Et

j denote
the set Gj and its eigenspace Ej(Gj), respectively, at step t of the iteration. pt

j

denotes the dimension of Et
j at step t.

The growing process is driven by two error measures, δi and ρj : δi is related to
single segments and denotes the reconstruction error ||xi − x̂i|| of a segment xi

when projected onto an eigenspace. The second error measure, ρj , is related to
eigenspaces and defined as the sum of the reconstruction errors of all segments
contained in an eigenspace j. Both δi and ρj are associated with thresholds that
cause the growing process to terminate once the errors get too large.

In step t of the iteration, the following procedure is applied to each set Gt
j :

Each segment not contained in Gt
j is projected onto Et

j . If a segment’s recon-
struction error δi is below a threshold, the segment is temporarily accepted into
the set Gt+1

j . If none of the segments are accepted, the growing for this set is
terminated. Otherwise, the new eigenspace Et+1

j and its reconstruction error ρj

are calculated. If the error ρj is below a threshold, the new eigenspace is ac-
cepted. Else, the dimension pj of Et+1

j is increased by one, and ρj is recomputed.
If the increase in dimension lowers the error ρj below the threshold, the new
eigenspace is accepted. Otherwise, both G(t+1)

j and E(t+1)
j are reverted to their

previous state, and growing is terminated.

2.5 Eigenspace Selection

The result of eigenspace growing is a set of eigenspaces Ej each representing
a subset of the input data. However, those sets are redundant in the sense
that the represented data subsets overlap in many cases. With respect to ro-
bustness of the final outcome this redundancy is an important property of the
algorithm.

Thus, in this final step, a subset of the eigenspaces is selected that best repre-
sents the data with minimal overlap between the eigenspaces. This is achieved by
solving an optimization problem based on the principle of minimum description
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length (MDL). The goal can be formulated as minimizing the overall description
length L(G) of the input G in terms of eigenspaces:

L(G) = L(M) + L(G|M). (3)

Here, L(M) denotes the encoding cost of the model, which in our case is the
length of encoding of all eigenspaces, plus the length of encoding of the coeffi-
cients ykj for all segments xi ∈ G. L(G|M) are the costs of specifying the data
given the model, which in our case equal the reconstruction errors resulting from
the reduced dimension of the eigenspaces.

As noted by Leonardis et al. [13], minimizing the description length is equiv-
alent to maximizing the savings S(Ej(Gj)) to encode the segments xi ∈ Gj in
terms of the eigenspace Ej instead of encoding them individually. These savings
can be expressed as

S(Ej(Gj)) = K0|Gj |︸ ︷︷ ︸
individual encoding

− (K1pj + K2|Gj |pj + K3|Gj |ρj)︸ ︷︷ ︸
encoding with eigenspace

. (4)

In this equation, the constant K0 is related to the cost of encoding a segment in G
without an eigenspace, K1 is related to the cost of describing an eigenvector, K2
is related to the average cost of specifying a coefficient, and K3 is related to the
average cost of specifying the error. Using the savings S(Ej(Gj)), the optimization
problem can be solved by maximizing an objective function of the form

F (h) = hTCh = hT

⎡⎢⎣ c11 · · · c1r

...
...

cr1 · · · crr

⎤⎥⎦h. (5)

The vector h = [h1, h2, . . . , hr]T represents a possible set of eigenspaces, hj being
1 if the eigenspace j is included in the set, and 0 if not. The diagonal entries
of the matrix C are defined as the savings obtained by the j-th eigenspace, i.e.
cjj = S(Ej(Gj)). The definition of the off-diagonal entries cjk takes into account
that two sets Gj and Gk might overlap:

cjk = |Gj ∩ Gk|(−K0 + K3ρjk)/2, (6)

where |Gj ∩ Gk| denotes the number of segments shared by Gj and Gk, and ρjk

is the maximal error of the segments in Gj ∩ Gk.
In Section 3 you can find a detailed example of the different phases of the

multiple eigenspace algorithm. Next, we propose an extension that allows to
analyze data on different timescales.

2.6 Multiple Timescales

The multiple eigenspace algorithm operates on a single scale, i.e., all input seg-
ments are of the same length. While this property may be acceptable in some
domains, for activities it is not obvious which scale or length a data segment
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should have. Furthermore, there is probably no single ’best’ segment size, as
activities happen on different timescales. For these reasons, we extended the
algorithm to include multiple scales and allow for different segment size.

The extended version of the algorithm accepts as input a signal and a list of n
segment sizes. Initialization (sec 2.3) and eigenspace growing (sec 2.4) are then
performed n times. Each time, the signal is divided into signals of a different size.
This results in n sets of eigenspaces representing parts of the input at different
scales. All of them compete to be included in the final description during a
modifed version of the eigenspace selection step. We modified the eigenspace
selection so that segments and reconstruction errors on different scales can be
compared to each other. In the following we describe the modified selection step
in more detail.

Modified Eigenspace Selection. In the selection step of the original ap-
proach, cost and savings were defined in terms of entire segments. Since in the
modified algorithm, segments can be of different size, we need to redefine the
savings in order to make them comparable across different segment sizes. We
achieve this by defining the savings in terms of individual samples instead of
segments. For a set Gj containing segments made up of li samples each, the sav-
ings S(Ej(Gj)) achieved by encoding the segments in terms of the eigenspace Ej

can be expressed as

S(Ej(Gj)) = K0|Gj | − (K1pj + K2|Gj |pj + K3|Gj |ρj) (7)
= li|Gj | − lipj − K2|Gj |pj − K3|Gj |ρj (8)

We thus replaced the constants K0 (cost of describing a segment without an
eigenspace) and K1 (cost of encoding an eigenvector) by the variable segment
length li. In the matrix C of the optimization function (see eq. 5) the diagonal
terms now represent the adapted savings, cjj = S(Ej(Gj)), and the off-diagonal
entries cjk are redefined as

cjk = |Gj ∩ Gk|(−1 + K3ρjk)/2 (9)

where |Gj ∩ Gk| describes the number samples contained in the intersection of
the sets Gj and Gk.

3 Example

Figures 1 and 2 illustrate the different phases of the multiple eigenspace algo-
rithm for a single timescale. The top of Figure 1 shows an acceleration signal,
recorded by an accelerometer attached to the wrist of a user while juggling 3, 4
and 5 balls, in that order. The signal was divided into segments of four seconds
and transformed to the frequency domain before applying the algorithm.

Figure 2 illustrates the growing process: Initially, each set is made up of one
segment. As the growing proceeds, one can observe three groups of sets forming
along the three parts of the signal. Finally, during eigenspace selection (see sec.
2.5), one set of each of those groups gets selected.
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Fig. 1. Application of the multiple eigenspace algorithm to an acceleration signal. Top:
Magnitude of wrist acceleration. Bottom: The result of eigenspace growing. The sets Gi

are marked in gray, and those that were finally selected (G2, G8 and G13) are highlighted.

Fig. 2. Eigenspace growing and selection corresponding to the data in Figure 1. From
left to right, different stages of the growing process are shown. The rightmost plot
shows the result of the selection step.

The bottom plot of Figure 1 shows the result of the growing phase in gray,
i.e. the sets Gj . The horizontal axis represents the segments into which the signal
was divided, and in each row, the segments belonging to one set Gj are marked
(e.g., G8 consists of segments 6 to 11). Three sets were chosen during the final
selection procedure, they are highlighted in the figure. Note that there are only
a few sets of segments across the borders of the three juggling patterns, and the
final sets match the three patterns closely.

Note that even though there are sets of segments across the borders of the
three juggling patterns the final sets match the three patterns closely.

4 Initial Experiments

After describing the multiple eigenspace algorithm and giving an example in the
previous sections, we now demonstrate the feasibility of our approach for analyz-
ing sequences of activity data. First we briefly introduce the sensor platform and
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the data sets used for our experiments. Then, we discuss two possible methods of
applying the algorithm: using raw acceleration data on multiple timescales and
using FFT features on a single timescale. Finally we compare the two feature
representations in terms of their classification performance.

4.1 Sensor Platform

Figure 3(a) shows the sensor platform used for the experiments. The main com-
ponents are four inertial sensors connected to an IBM X40 laptop via a USB
hub. The laptop, together with batteries and adapters, is situated in a small
backpack carried by the user, and the inertial sensors are worn by the user, e.g.
on wrist, hip, ankle or other parts of the body. The recording software runs on
the laptop can be remote-controlled from a PDA. As inertial sensors, we ini-
tially used the model MT9-B by Xsens and later the model MTx, which features
a larger measurement range and better on-board processing capabilities. Besides
3-D acceleration, the sensors output 3-D rate of turn and 3-D magnetic field
data, as well as an absolute orientation estimate. In this work we only consider
the acceleration signal, however. For annotation purposes, we also record audio
data using a stereo microphone clipped to the shoulder strap of the backpack.
Figure 3(b) shows the entire sensor platform worn by a user.

USB Hub 

USB-to-Serial

Adapters

Voltage Converter

Microphone

Powerpad

160Wh, 19V

IBM X40 

Subnotebook

4x XSens

MT9-B

(a) The sensor platform used for the experiments. (b) User with sensors on hip,
thigh, wrist and ankle.

Fig. 3. Sensor Platform

4.2 Data Set

The sensor platform described above was used to record data of various activ-
ities, ranging in length from several seconds to about thirty minutes. During
recordings, the inertial sensors were attached to wrist, hip, thigh and ankle of
the experimenter. For the initial experiments, walking modes of different speeds
were recorded separately. Subsequent recordings involve a mix of several ac-
tivities, including different walking modes, climbing stairs and juggling differ-
ent numbers of balls. The data set is available on the website of our group
(www.mis.informatik.tu-darmstadt.de).
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Fig. 4. Constructed dataset, consisting of three different walking modes concatenated
(left third: walking, middle third: jogging, right third: walking fast). The signal corre-
sponds to the magnitude of acceleration measured at the hip, sampled at 200 Hz.

Fig. 5. Result of applying the adapted algorithm to the signal shown in Figure 4. Three
different segment sizes between 0.88 and 1.18 seconds were used.

4.3 Experiments with Multiple Timescales

Figure 5 shows the result of applying the extended multiple eigenspace algorithm
to the signal shown in Figure 4, using three different segment sizes that corre-
spond to the periodicity of the three recorded activities. The signal consists of
the acceleration magnitude measured at the hip, covering three different modes
of walking (walking at normal pace, jogging and walking fast) and sampled at
200 Hz for about one minute. The vertical axis of Figure 5 covers the eigenspaces
of all three segment sizes, and the horizontal axis corresponds to the length of
the signal.The four eigenspaces chosen by the selection step of the algorithm
are highlighted. The topmost covers the entire signal, while the remaining three
each represent segments that correspond to the three walking modes, respec-
tively. Each of those three eigenspaces is based on a different segment length.

We found that in order to obtain eigenspaces that represent activities well, the
underlying segment lengths need to match the periodicity of the data closely.
Thus, in order to get satisfying results, one has to carefully choose segment
lengths e.g. based on the autocorrelation of the signal. This makes the approach
rather inflexible. Furthermore, since we’re interested in finding structure in an
unsupervised fashion, we cannot assume that we know about the periodicity or
other properties of the data in advance. To address these issues, we changed our
features from raw signal data to frequency components, which we will discuss in
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the next section. Apart from that, we believe that the proposed extension of the
multiple eigenspace algorithm to handle multiple time-scales is a general scheme
that can be applied to any kind of data, and which allows simultaneous analysis
of data at different timescales.

4.4 Experiments in Frequency Space

We conducted a series of experiments using FFT coefficients computed over the
acceleration signal as features, with the goal of obtaining a representation of the
data that does not require a priori knowledge about properties such as the peri-
odicity of the signal. For these experiments we applied the multiple eigenspace
algorithm on single timescales. We found that FFT features computed over a
single scale can be used effectively to separate different activities using multi-
ple eigenspaces. However, the choice of the segment length involves a tradeoff
between short segments that capture basic activities but might yield unstable
FFT results, and longer segments which yield more stable results but might be
too long to allow discrimination between basic activities.

During the experiments, we found that segment sizes of around 4 seconds lead
to good results when using FFT features. Figure 6 shows the result of applying
the multiple eigenspace algorithm to the FFT coefficients computed over the
signal shown in Figure 4. Figure 6(a) shows the spectrogram, the vertical axis
corresponding to the first 35 FFT coefficients, the horizontal axis to the segments
of the signal. For all three walking patterns, most of the energy is contained in
the first three coefficients, however each activity has a distinct and consistent
distribution of peaks in the rest of the spectrum. This structure is captured
well by the eigenspaces, as can be seen from Figure 6(b). Three eigenspaces are
selected, each of which corresponds to one walking pattern. Figure 6(c) shows
one of the feature segments for the activity ”walking at normal pace” and its
reconstruction, which differs only slightly from the original.

These initial experiments led us to believe that using multiple eigenspaces
on features in frequency space is a promising approach to detecting structure

(a) Spectrogram (b) Sets Gj (c) Signal and reconstruc-
tion of a single segment

Fig. 6. Application of the multiple eigenspace algorithm to data of three different
walking modes (see fig. 4). As features, FFT coefficients computed over windows of
four seconds were used.
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in more diverse sets of activities. Before discussing such experiments in Sec-
tion 5, we will first report on some initial classification results in the next
section.

4.5 Classification

The eigenspaces obtained from the algorithm can be used as classifiers for activ-
ities, based on the reconstruction error of unknown data segments. To classify
a segment, it is projected onto each eigenspace and then assigned to the one
that yields the lowest reconstruction error. When using a sliding window, we
classify individual samples using segments that end at the sample. In the follow-
ing we compare the classification performance of models based on signal- and
FFT-features.

In Figure 7, two runs of the multiple eigenspace algorithm on the walking
patterns, with subsequent classification, are compared side by side. Figure 7(a)
shows the result when using the adapted version with multiple timescales on the
plain acceleration signal. The bottom plot shows the reconstruction error of the
signal for all five models (eigenspaces) that were selected. For each model, the
reconstruction error was computed over a sliding window the size of the segment
the model is based on, and shifted over the signal in steps of single samples.
The error is smallest when the window is aligned to the segment positions at
construction time of the models, and largest when shifted by 50%. This results
in an oscillating reconstruction error with a period of the segment size of the
eigenspace. Figure 7(c) shows a close-up view of the reconstruction errors in
Figure 7(a). To avoid that the oscillating errors are reflected in an unstable
classification result, we performed a smoothing by classifying each sample by
the model with the lowest error over a window of preceding samples. This leads
to the classification results of Figure 7(a). Walking normal, jogging and walking
fast are assigned to models 1, 4 and 5 respectively. One can observe that model
2, which represents large parts of the signal as a result of the algorithm, is
outperformed in terms of reconstruction error by other, more specialized models
throughout the length of the signal.

Even though the classification results using plain acceleration data are ac-
ceptable, the sensitvity of the reconstruction error to the position of the sliding
window reveals another drawback of using the raw signal as feature. In con-
trast, Figure 7(b) shows that in the frequency domain, similar (sample-based)
classification results can be obtained without having to smooth out the error
curve. The bottom plot of Figure 7(b) shows that for models based on FFT
features, the curves of the reconstruction errors are smooth and stable within
each of the three parts of the signal. This implies that this approach is insen-
sitive to shifts between the sliding window and the segment boundaries at the
time of model construction. Moreover, for each part of the signal, the errors
are in distinct order. Altogether, these properties result in a more robust clas-
sification. As a consequence, we only consider FFT features in the remaining
experiments.
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(a) Classification based on plain acceleration
signal

(b) Classification based on FFT features

(c) Close-up view of the reconstruction errors shown at the bottom of Figure 7(a).

Fig. 7. Comparison of two different feature representations. Figures 7(a) and 7(b) show,
from top to bottom: acceleration signal; result of applying the multiple eigenspace
algorithm (the selected models are numbered); classification based on reconstruction
error; reconstruction errors of the different models (i.e. eigenspaces).

5 Experiments with Mixed Activity Data

In this section, we show how our approach finds structure in real-world recordings
that cover a number of different activities. The data was recorded using the
sensor platform described in Section 4.1, and two inertial sensors were worn on
wrist and hip of the user. We will first evaluate the recordings for hip and wrist
individually, and then show how performance can be improved by combining the
models of both recordings. The recordings lasted for about a quarter of an hour.
As features we use absolute FFT coefficients, zero padded to twice the length,
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Fig. 8. Recording of approx. 14 min length, magnitude of hip acceleration. From top to
bottom: raw signal, ground truth, and classification based on seven models constructed
by the multiple eigenspace algorithm.

on a window over 4 seconds, as this combination had proven to yield the best
results in the above experiments. The feature vectors were normalized to length
1 before being passed to the multiple eigenspace algorithm.

The recording shown in Figure 8 contains six different activities: walking,
walking upstairs, walking downstairs, and juggling 3, 4 and 5 balls, respectively.
The top of the figure shows the raw signal, which in this case is the magnitude
of the acceleration occurring at the hip, sampled at 100 Hz. The middle plot
shows manual annotations, i.e. ground truth for the data. Applying the multiple
eigenspace algorithm to this data gave us 7 eigenspaces. With these eigenspaces
we performed a classification of the training data based on reconstruction error,
the same way as described in Section 4.5. The result is shown at the bottom
of Figure 8. Samples that were not assigned to any model because of too large
reconstruction errors appear in the row labeled with 0.

When comparing the ground truth to the model assignments, one can observe
that the structure is visually similar. On closer inspection, one can see that
the activity ’walking’ is mainly represented by the models 4, 5 and 6. ’Walking
upstairs’ corresponds to model 1, and walking downstairs to models 2 and 3. The
juggling sequences are all assigned to a single model (7), which is not surprising,
since there is only very little (and thus nondiscriminative) hip movement during
juggling.

In order to judge the quality of the model assignments, we manually chose
for each activity the models that best represented them and computed recall
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Table 1. Precision/Recall for different activities and data sets

Activity Data Set
Hip Wrist Combined

Walking 0.99/0.98 0.93/0.97 0.99/0.97
Walking upstairs 0.80/1.00 0.49/1.00 0.84/1.00
Walking downstairs 1.00/0.93 0.95/0.45 0.98/0.93
Juggling 3 balls

⎫⎬⎭ 0.32/1.00
0.76/1.00 0.82/1.00

Juggling 4 balls 0.04/1.00 0.84/1.00
Juggling 5 balls 0.60/1.00 0.60/1.00

Average over time 0.57/0.98 0.76/0.92 0.93/0.97
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Fig. 9. Recording of approx. 14 min length, magnitude of wrist acceleration. From top
to bottom: raw signal, ground truth, and classification based on six models constructed
by the multiple eigenspace algorithm.

and precision values for each set of models representing an activity. The result
for the data in Figure 8 is shown in the first column of Table 1. The models
for walking (4, 5 and 6) reach precision and recall values close to 100% (0.99
and 0.98 respectively), followed by walking downstairs(1.0/0.93) and walking
upstairs (0.80/1.0). As there is only one model (7) for the three juggling activi-
ties, the table contains only one entry for all three, which stands for the activity
’juggling’(0.32/1.0).

Figure 9 shows a second set of acceleration data, recorded at the wrist. The
ground truth is the same as for Figure 8. Fewer models were selected this time,
but they describe the data more precisely than the models for the hip recording
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Fig. 10. Classification based on the combination of the models for hip (fig. 8) and wrist
(fig. 9)

– there is a significant gain in the average precision over time (from 0.57 to 0.76)
and only a slight reduction in recall (from 0.98 to 0.92). The increase in precision
is due to the fact that the juggling patterns can be discriminated at the wrist.

In Figure 10, a combination of the models from the wrist and hip recordings
is used for classification. Each model from the wrist recording was combined
with each model from the hip recording to form a new model, which makes for
7*8 = 56 models (the ’not-assigned’ cases were included as model 0). The result
can be seen at the bottom of Figure 10. The overall precision and recall are now
both over 90% (0.93/0.97). Compared to the hip recording this means a slight
decrease in recall, but on the other hand, the three juggling patterns can now be
separated. When comparing to the wrist recording, one can observe significant
increases in the precision values for ‘juggling 4 balls’ (0.04 to 0.84) and ‘walking
upstairs’(0.49 to 0.84).

6 Conclusion

An important argument of this paper is that unsupervised techniques for ac-
tivity recognition are highly desirable. To this end we haved proposed a novel
approach to discover structure in sensor data of human activity in an unsuper-
vised fashion. We demonstrated the feasibility of the approach by applying it
to acceleration data recorded from body-worn sensors. For the set of activities
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analyzed, our system was able to build models that correspond to different activ-
ities, without requiring any prior training, user annotation or information about
the number of activities involved. When used for classification, the system shows
recognition rates comparable to other, supervised approaches. We found that for
acceleration data of basic activities such as walking, using frequency components
as features results in models that can represent the different activities well and
that can be used for robust classification. For such activities we obtained the
best results when using absolute FFT coefficients on a window over 4 seconds of
the acceleration signal. We found that classification rates can be improved when
combining the data of two sensors.

Clearly, the results presented in this paper are but a first step towards unsu-
pervised discovery of activities in arbitrary sensor data. As pointed out before,
however, the multiple eigenspace approach is general in the sense that it can
handle different sensor modalities and different types of activities. In the future,
we plan to incorporate data from more and possibly other kinds of sensors. Also,
we plan to look at more diverse sets of activities over longer periods of time. For
these cases, the extension of the multiple eigenspace algorithm to include data on
multiple timescales will probably prove to be an important component. Based on
the promising results in this paper we strongly believe that multiple eigenspaces
can be used for unsupervised discovery of acitivities in a large variety of sensor
modalities.
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Toward Scalable Activity Recognition for Sensor

Networks

Christopher R. Wren and Emmanuel Munguia Tapia�
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Abstract. Sensor networks hold the promise of truly intelligent build-
ings: buildings that adapt to the behavior of their occupants to im-
prove productivity, efficiency, safety, and security. To be practical, such
a network must be economical to manufacture, install and maintain.
Similarly, the methodology must be efficient and must scale well to
very large spaces. Finally, be be widely acceptable, it must be inher-
ently privacy-sensitive. We propose to address these requirements by
employing networks of passive infrared (PIR) motion detectors. PIR sen-
sors are inexpensive, reliable, and require very little bandwidth. They
also protect privacy since they are neither capable of directly identi-
fying individuals nor of capturing identifiable imagery or audio. How-
ever, with an appropriate analysis methodology, we show that they are
capable of providing useful contextual information. The methodology
we propose supports scalability by adopting a hierarchical framework
that splits computation into localized, distributed tasks. To support
our methodology we provide theoretical justification for the method
that grounds it in the action recognition literature. We also present
quantitative results on a dataset that we have recorded from a 400
square meter wing of our laboratory. Specifically, we report quantita-
tive results that show better than 90% recognition performance for low-
level activities such as walking, loitering, and turning. We also present
experimental results for mid-level activities such as visiting and
meeting.

1 Introduction

Buildings should be experts in the day to day activities of their inhabitants.
This would make buildings safer by providing census data during emergencies. It
would enhance security allowing the building to recognize daily patterns and flag
unusual activity. It could improve efficiency by predicting demand for heating,
lighting, and elevators. It could enrich human effort by providing presence and
availability information, or supporting social networking applications. There is
a tremendous potential benefit when buildings become experts in themselves,
experts in the activities that occur within them.
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Sensor networks have been investigated for such tasks as environmental mon-
itoring, and resource tracking[1, 2]. We present a sensor network and inference
methodology that enables buildings to sense and interpret the context of the
human occupants in a potentially economical, scalable, efficient, and privacy-
sensitive manner. Our sensor network is composed of passive infrared motion
detectors. These sensors only detect presence and movement of heat sources, so
they preserve much of the privacy of the occupants.

The system estimates the physical topology of the network and uses that
information to form context neighborhoods around each node. Loosely, a context
neighborhood is the collection of nodes that have a semantically-grounded link
to the central node. That is, nodes form a neighborhood if they are physically
near to each other, and the constraints of the space allow people to move freely
between their sensor range, so that their sensor readings are related to each other
by the dynamics of the space. These neighborhoods are the basis for portable
behavior recognition and system scalability and we will define the several specific
kinds of neighborhood in this paper.

We choose the smallest neighborhoods to be large enough to accurately detect
the atomic components of human behavior in a building. We do not require
individuals to be tracked before behavior is recognized, this allows the system
to be built with cheaper sensors, and eliminates much of the computational
overhead associated with high-fidelity tracking. By accurately detecting low-
level movement behaviors locally, we also greatly reduce the amount of data
that must be communicated outside the neighborhoods. These features support
scalability.

The neighborhoods are also defined small enough to be invariant to the larger
context of a building. This means that the detectors should be portable from
location to location. This fact reduces the overall cost by eliminating much of the
on-site calibration and engineering cost. There is no need to accurately position
the sensors, they only need to tile the space in a rough grid.

Scalability and re-usability benefits can be found by building larger neigh-
borhoods as collections of smaller neighborhoods. In this paper we will present
this hierarchical neighborhood architecture. The architecture makes sense both
from a communication efficiency point of view[3] and from a behavioral context
point of view. We will present our taxonomy of building occupant behaviors and
discuss how those behaviors map onto our sensor hierarchy.

In Section 5, we support our claims with experimental results form our test
facility. The current test facility is a 27 node network observing the hallways
and walkways of a 400 square meter wing of our building. The map in Figure 1
depicts the test area. It is occupied by 16 administrators and executives and is
a central hub of activity for all 90 employees at the site. This facility represents
the first phase of a 250-node network that will eventually cover both floors of
our 3500 square meter facility. All observations for evaluation include the real,
spontaneous, potentially multi-actor behavior of the building occupants: never
a scripted or otherwise contrived scenario.
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Fig. 1. The hardware implementation of the motion detector node

2 Related Work

Wilson and Atkeson [4] also utilize a network of motion detectors. Their system
is targeted at the home, where they assume that only a few individuals will be
present. This allows them to pursue a classic track-then-interpret methodology.
More people means more ambiguity, and more ambiguity means exponentially
more hypotheses that must be considered during tracking. Therefore, this ap-
proach is only applicable to low-census buildings, such as homes. Wilson and
Atkeson also assume strategic placement of sensors. That level of specialization
is not economical in large buildings, or where usage patterns change regularly.
We assume that our network will be built into the lights, outlets, and vents,
and that it will likely be installed by professional electricians and ventilation
engineers, rather than behavioral psychologists or eldercare specialists.

There is a significant body of literature surrounding the interpretation of hu-
man behavior in video[5, 6, 7, 8, 9]. A common thread in all of this work is that
tracking is the very first stage of processing. That limits the work to sensor
modalities that can provide highly accurate tracking information in the absence
of any high-level inference. In particular, the ambiguities inherent in using a mo-
tion detector network can be expected to introduce enough noise in the tracking
results to render most of these approaches unusable.

There are a few works that have attempted to step outside this framework
[10, 11]. These systems learn task-specific state models that allow the behaviors to
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Fig. 2. The floor plan of the wing where experiment data was collected. In the very
center is a collection of copiers and printers. Surrounding those are a set of cubicles.
On the outside are offices. The areas observed by sensors (shaded) are hallways.

be recognized directly from the sensor data, without tracking. Our work follows
this philosophy, and adapts it to the domain of sensor networks (see Figure 2).

3 Hierarchies of Neighborhoods

Bobick[12] presents a framework for thinking about the role of time and con-
text in the interpretation of human behavior. He breaks behavior down into a
tripartite hierarchy consisting of movements, activities, and actions. The most
basic behaviors are called movements and have no link to the situational con-
text and no temporal structure. Short sequences of movements may be combined
with some temporal structure to form activities. And finally, activities may be
interpreted within the larger context of the participants and the environment to
recognize actions.

We borrow this framework, and map it onto our sensor network. Bobick defines
movements to be behaviors without significant temporal structure, therefore we
may recognize them with computationally light-weight models. They are also
defined as not relying on the larger context, so we may detect them using only
local information. Activities are defined as groups of movements, so they may
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Fig. 3. The Spatial relationship of the neighborhood hierarchy, from sensors (L0), to
clusters (L1), superclusters (L2), and finally wings (L3)

cover a larger area, but may still be detected locally, without the benefit of the
global context. Activities may incorporate some significant temporal structure,
so we must be careful to manage the computational resources those models
may impose on the sensor network. Finally, actions require global context to
recognize, and may have a complex grammar to their structure. Therefore actions
may best be recognized centrally, instead of within the sensor network. That is,
they are best recognized at the floor, or building level. Thus, we see that this
context-based hierarchy maps well onto a spatial and computation hierarchy
for the sensor network. This hierarchy is abstractly illustrated in Figure 3. The
motion detectors are at the bottom of the hierarchy, providing the observations.
Successive levels tap progressively wider areas of context. Black nodes are the
cluster leader for that level, drawing information from the black and gray nodes
one level down.

The rest of this section further explores this analytical decomposition. The
next section, by contrast, will cover the implementation of the system.

3.1 Topology

We make the idea of locality concrete in the form of neighborhoods of sensor
nodes. To create the neighborhoods, we need the physical topology of the net-
work. The topology tells us both which nodes are the neighbors of each leader,
and also the ordering of the neighbors around each leader. Note that this does
not require manual calibration of the system. It has been shown that it is possi-
ble to recover the geometry of a sensor network from unconstrained motion[13].
We use a similar technique, where the unconstrained motion of building inhab-
itants is captured for a period of time and analyzed to find statistical evidence
for causal links between the nodes. The topology is inferred directly from these
links. Nodes that may be physically near each other, but are separated by a wall
barring direct pedestrian traffic between them will not be linked in this topology,
for example. That is right, since the behavior observed by those two nodes will
be independent. Typically robust topologies can be estimated from just one day
of data, but it depends on the character of the data captured.
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Once the topology is known, then we can construct a neighborhood around
each node. Each node is given a look up table that maps the IDs of its neigh-
bor nodes into an ordered list. For convenience of the presentation we will say
that each neighbor is given a label such as “Top”. “Left”, “Right”, “Bottom”,
or “Center”. Note that “Top” may be arbitrarily defined to some real-world di-
rection, say West. The exact metric definition of these labels is not important.
What is important is the local relationships between the nodes is consistent: for
example that the “Top” node is both counter-clockwise from the “Right” node
and antipodal to the “Bottom” node. This insensitivity to imprecise or poorly
documented installation is an important feature of the system.

For clarity of presentation we also assume that all neighborhoods have exactly
five nodes: the center node plus the top, left, right, and bottom nodes (C, T, L,
R, B). The neighborhoods will be illustrated as idealized crosses, as in Figure 4.
In practice it is straightforward to generalize to neighborhoods with different
numbers of adjacent neighbors.

3.2 The Node

The lowest level of our hierarchy is the individual sensor node. The single mo-
tion detector is the Level 0 neighborhood, a degenerate neighborhood with only
a single member. Our sensor nodes are wireless motion detectors that detect
motion over a small area. In our case, the coverage area of each sensor is about
four square meters. The motion detectors are not very capable devices, for ex-
ample: they cannot differentiate one person from a group of several people, or
a person from an animal. However, they are a well-developed technology that is
both inexpensive and robust.

Motion detectors generate binary events in response to change in the environ-
ment, and this is the basic unit of observation that we assume as input to the
higher layers of processing. Any sensing technology can be filtered to generate
such a stream of binary events, and so reasonably could be substituted at this
level. In the rest of the text we will call these detections motions to differentiate
them from the more interesting movements in Bobick’s taxonomy.

3.3 The Cluster

The next level of the hierarchy is the sensor cluster, or Level 1 neighborhood.
Every sensor defines a cluster: that node, plus all the nodes in the immediate
vicinity. The immediate vicinity is defined as the nodes that are one step away
in any direction in the network topology. We assume that the space is tiled
with sensors in a grid: with little or no overlap between sensor activation fields,
but also with little or no gap between activation fields. If each sensor has a
radius of two meters, and the space is tiled with sensors, then a typical cluster
should consist of less than ten nodes and have a radius of approximately six
meters.

The clusters are where real movement recognition occurs in our system. We
define a set of possible movements that occupants of a building might exhibit
in the small area: passing though, standing, turning, entering, leaving, joining,
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Fig. 4. The neighborhood behaviors at Level 1. 1st line: canonical neighborhood layout,
and the still behavior. 2nd: passing though movements. 3rd: turning movements. 4th:
entering and exiting the space. 5th: some joining movements (splitting not shown).

and splitting. Some example movements are illustrated in Figure 4. In the illus-
trations time moves from dark to light, so the leftmost figure in the second row
represents walking though, from bottom to top. We believe that these behaviors
are so basic, and so local, that we should be able to define them, train detectors
for them, and then use those detectors in novel environments. That is, so long
as the sensors are installed in a similar configuration. the detectors for these
movements should be invariant to the context that the cluster is immersed in,
and thus can be built before installation, and reused across buildings.

The cluster leader collects the motion activations from Level 0, that is, from
its neighbor nodes. The stream of motion activations are segmented into spans
of contiguous time that contain motion. Within the spans, the leader computes a
number of simple features, such as: the total number of activations, the sequence
of neighbor activations, and which neighbors were activated first or last. These
features, which will be discussed in more detail in Section 4, are fast to compute,
and are designed to make the detectors invariant to orientation and velocity.
Since movements do not have complex temporal structure, the detectors take
the form of näıve Bayesian classifiers. The detectors are thus computationally
efficient. This is important since they are consuming motion events that are
possibly being generated several times a second.

Note that, if there are 100 sensors, then there will also be 100 clusters. Each
node leads one cluster, even while it participates in the many clusters around
it. All behaviors are defined as happening at the lead sensor in a cluster. It
is therefore necessary to have clusters at each node, to detect the movement
behaviors that happen under that node.

3.4 The Superclusters

The next level of the hierarchy, the Level 2 neighborhood, is the supercluster.
Superclusters are clusters of clusters. They consist of a lead cluster and all the
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clusters in the immediate vicinity. If sensors are a couple of meters across, and
clusters are about six meters across, then superclusters are 10-15 meters across,
depending on how immediate vicinity is defined.

The supercluster leader receives movement detections from the constituent
clusters and uses this information to perform activity recognition. That is a su-
per cluster might infer that a meeting has occurred when its sees a sequence
of “enter enter enter”, that is, several people entering a room in secession. At
ten meters, the superclusters cover a span of hallway, or an intersection and
it’s local context, or other reusable elements of building structure. While they
are large enough to begin to incorporate elements of building context, we as-
sert that they still have sufficient locality to represent reusable components of
behavior.

The Level 2 models must incorporate both spatial and temporal context to
recognize activities in their field of view. The models take the form of dynamic
belief networks. The results we present below include three activities: visits,
chatting, and meeting. Visiting is an activity where a person approaches a lo-
cale, dwells in that locale for a short time, and then leaves. Examples include
visiting fixed resources such as a printer or coffee pot, but also short visits to an
individual’s office. Chatting is an activity that involves two people joining in a
hallway, presumably to have a short conversation. Meeting is the activity where
several people converge on a location over a period of minutes, presumably to
participate in a scheduled meeting.

While we claim that these models are reusable across buildings, they obviously
are not as universal as the movement models. These models are appropriate to
a corporate setting, and are likely portable to other collaborative environments.
However, there are probably a large number of activities that could be observed
at the supercluster level. Some of these activities will have more or less meaning
depending on the context. Each class of application domain (factory, retail, office,
home) would need a library of activities appropriate to that context.

3.5 The Multi-actor Problem

A major issue when observing multiple people is the data association prob-
lem: what observations belong to which person? Most systems approach this
problem by assuming that individuals are accurately tracked within the space
before any interpretation is attempted. In that case, all data is associated to
a track first, and the track becomes the representation used by the recognition
engine.

This approach assumes that the sensors used in the system will have sufficient
fidelity and coverage to make tracking possible. That implies either ubiquitous
camera coverage, or the presence of tracking and identification tags attached to
individual users. In situations where this assumption is valid, the prior literature
is already rich with solutions. However, we claim that these assumptions are not
currently valid in most buildings. Further, we claim that economic, ethical, and
privacy concerns surrounding ubiquitous cameras and microphones are likely to
keep many, if not most spaces from implementing such systems.
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Rather than trying to distinguish individuals at the very first stage of process-
ing, we chose instead to first draw a distinction between independent individu-
als and co-acting individuals, Instead of assuming that we can track individual
people, we assume that people within a certain distance of each other are not
independent, that they are, together, engaged in some recognizable movement.
Specifically, that distance in the radius of a Level 1 neighborhood. If two people
meet in a particular neighborhood, then that is recognized as a single movement:
joining.

At Level 2, we must begin to resolve the multi-actor problem. The radius of a
Level 2 neighborhood could be ten meters, so it is unreasonable to assert that the
movements of people 5-10 meters apart are significantly correlated. Such weakly
correlated actors would cause an explosion in the variability of behavior, and
therefore an explosion in the number and complexity of movement models that
we would need to consider. Our solution at Level 2 is to recognize all possible
interpretations of the observed activity. This allows us to capture recognizable
activities that might occur in the presence of distracting motions due to other
actors. The ambiguity generated by these non-exclusive detections is passed up
to the next level, to be resolved using external context.

3.6 Architectural Spaces

We find that above Level 2, we begin to naturally refer to the neighborhoods with
architectural terms: a lab, a wing, a floor, a building, a campus. We believe that
behaviors at the floor- or wing-level naturally include the notion of individuals
and places: person A left her office, visited the coffee machine, and returned.
We posit therefore, that the next level of processing will necessarily include
some form of stochastic parsing or chaining. This process will have much in
common with tracking, except that it will be based not on the similarity of signal
characteristics, but instead on the consistency of interpretations along the chain.
Because this form of processing is very different from what we’ve described so
far, and because it is well covered in the existing literature, for example see the
work of Ivanov[14], we will not discuss it further in this work.

4 Implementation

This section will cover the implementation of the sensor network: both hardware
implementation and analytic techniques.

4.1 The Node

The Level 0 detector is implemented in hardware, using passive infra-red (PIR)
motion detectors. This is the same sensing technology used in most motion-
activated lights and appliances on the market today. The sensors are inexpensive,
approximately $30 per node in quantities of 500. They also require little power:
they are able to run on a single nine volt battery for several months. Finally, what
little they actually do, they do very reliably. We have used the widely available
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KC7783R sensor package from Comedia Ltd. The nodes are approximately 2cm
by 3cm by 5cm. A node is pictured in Figure 1.

As it comes from the factory, the KC7783R is only able to generate events
once every few seconds. We modified the boards to reduce the recovery time so
that events may be generated at about 1Hz. When an individual is within view
of the sensor, the moving heat source changes the thermal signature measured
by the device, and a rising voltage edge is generated. The sensor is noisy and
sometimes generates both false positive and false negative signals. However it is
insensitive to changes in visible lighting, and therefore has a distinct advantage
over cameras.

The output of the node, at the Level 0, is simply a stream of binary events.
When the motion is detected, a sensor-specific ID is broadcast over a wireless
network. In our research prototype system, the packet is associated to a global
time stamp and copied to a conventional LAN for central storage and analysis.
However, we anticipate that in a production system, the nodes would communi-
cate only locally, passing information directly between immediate neighbors to
be analyzed locally.

4.2 The Cluster

The goal of a cluster is to process the binary motion activation events from
its participant sensor nodes at level 0 and classify them into one of the 17
movements. The 17 movements to recognize are: entering, leaving, turning-
top-right, turning-top-left, turning-bottom-right, turning-bottom-left, turning-
right-bottom, turning-right-up, turning-left-bottom, turning-left-up, walking-up,
walking-down, walking-right, walking-left, still, join, split. Note that the goal is
not only to recognize if a person is ”turning” but which direction (right vs. left
and top vs bottom) the person is turning to with respect to an arbitrary refer-
ence point shared by all nodes. Furthermore, note that detecting movements at
any point in the network only requires information from the local neighborhood
or cluster (5 sensors in our case) of motion detectors.

Movement detection is accomplished in three, computationally light-weight
steps: segmentation of motion events, feature extraction, and detection. The
continuous stream of binary motion events is segmented using what we call idle
segmentation. In idle segmentation, the leader node of the cluster starts collect-
ing data as soon it receives a motion event from any of its neighbors and stops
storing events after an idle time window of 3 seconds, containing no activations.
The idle window corresponds to the average time it takes a person to walk away
from a neighborhood at normal walking speed. Note that a conventional running
window of fixed length could have been used to perform the segmentation of the
motion events, however, idle segmentation was preferred for the lower number
of false positives generated and less detections required by the system.

The features we extract are simple, yet powerful, so that they can be com-
puted using the limited computational resources available at the sensor nodes.
The first step in the feature computation is to use a look-up-table to convert
the local motion event labels into the more portable top, bottom, left, right, and
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center labels that describe the local topological relationship between the nodes,
as discussed in section 3.1. The first type of feature that is computed is temporal
precedence. These features indicate the gross temporal relationship between the
sensor activations. The mean value of all the timestamps associated with the
motion events received from each sensor (T, B, L, R, C) is used to compute this
feature. The total number of precedence features is 5×5 = 25. Another feature is
the total number of motion events that comprise the segment. We also compute
binary features that indicate if the center node or one of the neighbors was the
first or the last sensor to be activated. Finally there are binary feature that in-
dicate if a particular node was activated at all. For example, during an idealized
example of the turning-bottom-left movement, The nodes B, C, L would be acti-
vated once each. The feature vector for that activity would be 30 elements with
the following non-false values: B, C, L, B ≺ C, B ≺ L, C ≺ L, neighborsF irst,
neighborsLast, and total = 3. The notation B means “the Bottom sensor was
activated.” The notation B ≺ C means “the Bottom sensor was activated before
the Center sensor.”

Note that the feature vector is not a temporal sequence, it is just single
vector that summarizes the entire observation sequence. In general, the features
are designed to be invariant to the overall execution speed of the movement.

Once the features are extracted for a segment, detection is accomplished by
using a näıve Bayesian classifier. The classifier takes the vector of 30 features and
computes the likelihood for each of the 17 movements. Previous experimental
testing has demonstrated that näıve Bayes networks are surprisingly good clas-
sifiers on some problem domains, despite their strict independence assumptions
between attributes and the class and their computational simplicity. In fact, sim-
ple näıve networks have proven comparable to much more complex algorithms,
such as the C4 decision tree algorithm [15, 16, 17]. The näıve Bayesian classi-
fier was trained on 3 weeks of hand-labeled data were the number of training
examples for each movement varies from 4–28. Examples of the 17 movement
categories were hand labeled by watching 7.5Hz video from 20 ceiling mounted
cameras. The examples were drawn from real data collected continuously over
three weeks from the administrative wing. The confusion matrix and classifica-
tion results are presented below,in Section 5.

4.3 Superclusters

At Level 2, the leader of a super cluster recognizes activities by segmenting and
classifying the movement detection results from its neighbor leaders at Level 1.
The activities that we recognize are chatting, meeting, and visiting. The recog-
nition of these activities requires access to a broader spatial context as well as
more detailed temporal models. The segmentation of level 1 events is performed
using idle segmentation with an idle window of 10 seconds. It is important to
notice that different idle window lengths could be used for different activities,
however, good results were obtained using the 10s window.

Because the input events at this level are discrete movement labels generated
relatively infrequently (once every several seconds), we can afford to recognize
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them with discrete output Hidden Markov Models (HMMs)[18]. HMMs are para-
metric models that contain a set of states and a model of how the process tran-
sitions through those states. Each state is associated with a distinct conditional
probability distribution over the space of all possible observations. In our case,
the observations are the discrete movement detections from level 1. We compute
the optimal number of hidden states using a cross-validation procedure over the
training data and the Baum-Welch algorithm assuming a uniform prior state dis-
tribution. Since our observation variable is discrete, the observation likelihood
function is represented as a discrete set of probabilities:

bi(f i) = Pr [fi]

where fi is the vector of features at index i. The transitions are assumed to be
first-order Markov, shaped by a transition probability matrix A.

P (fi|F, λ) =
N∑

q=1

bq(fi)

[
N∑

p=1

P (F|Q = p, λ)apq

]
(1)

where apq is the element of A that specifies the probability of transitioning from
state p to state q, Q is the current state, F is the collection of prior feature
observations, and bq(f) is the probability of making the observation f while in
state q. This model incorporates information about the temporal structure of
a process in the transition matrix. It offers invariance to warping of the tem-
poral signal. The observation process also allows it to tolerates noise in the
signal.

We recognize the activities by creating one HMM for each activity to clas-
sify and computing the likelihood over the segmented data sequence using the
forward-backward algorithm[19]. The final classification result is given by the
activity label associated with the HMM that obtains the highest likelihood over
the segment.

The training data for each activity model is usually obtained by observing
and hand labeling video sequences of the different activities. However, given the
simplicity and the ease of interpreting the features used at this level (simple
movement events), it is possible to directly write down a set of hypothetical
training examples using common sense. This is important because it means that
new activities can be hand-defined on-the-fly by the end user of the system just
by having a common sense understanding of the temporal relationships among
the movement events. In our case, we created 20 training examples composed of
five unique examples for each activity. For example, the ’meeting’ activity was
defined by these sequences of movements: ”entering entering”, ”entering entering
entering”, ”leaving leaving”, and ”leaving leaving leaving”, among others. This
allows us to identify meetings as events were at least two people consecutively
enter or leave an office or space.
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5 Experimental Results

The map in Figure 2 depicts the test area. Executives occupy the offices around
the outside edge of the space. Support staff occupy the cubicles in the center. At
the very middle there are printers and copiers. The open hallways to the lower
left and right provide access to the rest of the lab. The 16 occupants of the area
form a tightly collaborative group, so there are many person-to-person behaviors
that occur completely within this relatively small space. That is one reason the
area was chosen for this pilot study. The space is also visited often by the 70
employees when they seek the services of the area occupants. During the course
of the evaluation the occupants were notified of data gathering, but were never
instructed to behave in a particular way, nor were there any artificial constraints
placed on the number of people who could be moving at any given time. The
data contains observations of the honest, natural behavior of the occupants of
this busy space.

The Level 1 detectors were trained from a pool of hand-labeled examples in
the ground-truth video sequences. We expect these models to be portable to any
Level 1 neighborhood, so the examples were collected from different points in
the space. The models were trained and tested in a leave-one-out cross-validation
framework on the segmented data. Therefore, models were always trained and
tested on data from different parts of the experimental area. The leave-one-out
methodology was chosen to make the most efficient use of the limited quantity of
hand-labeled data, which was very time consuming to generate. The confusion
matrix is shown in Table 1. The cross-validation performance over the 221 labeled

Table 1. Confusion matrix for Movement detection experiments

1

1

2

1

3

1

1

2

1 2

1

1

1

1

23

18

10

4

15

6

9

8

17

6

11

19

20

8

16

5

7

Movement Confusion Matrix

enter leave  turn  walk still split  join

enter

leave

 turn

 walk

still

split

 join



Toward Scalable Activity Recognition for Sensor Networks 181

and segmented examples was 91%, with half the errors coming in the split and
join movements. These movements show the most variability, and it is possible
that they should be considered activities to be recognized at a higher level of
processing. The rows of the table indicate the result of classifying all the examples
of a known type, for example there are 28 “enter” events labeled in the test set.
Numbers along the diagonal are correct: the known label on the row matches
the classifier output on the column. Off-diagonal elements are errors: one enter
event was incorrectly classified as a “leave” event, and three were incorrectly
classified into one of the many “turn” classes.

A more realistic test of the performance of the movement detectors is run
them on a long, unsegmented sequences of motion data and then compute spatial
probability models that show where certain kinds of events occur. For this paper
we ran the detectors on a 3 week long continuous stream of data, comprised of
3.84 million individual motion sensor activations. For example, Figure 5 depicts
the spatial distribution of the walking movement. All of the figures in this section
show just the walkways (shaded area) from Figure 2. The rectangles correspond
to the coverage area of individual motion detectors. The walking movement is
defined as walking though a neighborhood without stopping or turning. The
figure shows regions of high probability (dark) along the hallways in the figure.
That is, many more walking though detections were recorded along this path
than elsewhere in the space. The hallway along the bottom of the map is a very
high-traffic route connecting two wings of our building. Note also that at corners
the walk probability is very, very low (white). This is due to the fact that it is
not possible to walk at the locations: one must either turn or enter an office.

Similarly, Figure 5 shows the spatial distribution of turning movements over
the space. Areas where turns are impossible, correctly show a very low proba-
bility (white) of witnessing a turning movement. Areas like corners and junc-
tions, however, have a high probability (dark) of seeing a turning movement.
These two figures, and similar plots for the other movement models, match our
intuitions about the space very closely. This gives us confidence that the models
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Fig. 5. Left: The spatial distribution of walking movements in the experimental area.
Right: The spatial distribution of turning movements in the experimental area.
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are generalizing well across large spans of time. These plots summarize three
weeks of movement detection results.

It is very difficult to gather ground truth for 3.84 million sensor activations.
Table 1 is intended to provide precise, quantitative detail on the performance
of the classifiers: illustrating the nature of mistakes on a small, carefully ana-
lyzed section of data. On the other hand, the long sequence data is intended to
qualitatively illustrate that the classifiers do work on large streams of data, and
do produce sensible summaries of the building activity. These summaries are
consistent with the building architecture in that they do not show nonsensical
behaviors such as walking into walls They are also consistent with the intu-
itions of building occupants. For example, correctly highlighting the high-traffic
corridor within the space.

The Level 2 detectors provided a similar challenge. While going to meet-
ings may seem more common than we sometimes might like, they are, actually,
rare enough that compiling even two examples per week is difficult, and very
time consuming. Instead we manually generated models that described what
we anticipate scheduled meetings to look like: a few people entering the same
room over the course of several minutes. The inputs, the local movement de-
tections, are reliable and abstract enough that this seems to work. The spatial
distribution of meetings, shown in Figure 6, matches our intuitions about the
way the space is used. Meetings are uncommon at most locations, but occur
with higher probability inside the offices of the lab directors. The squares in Fig-
ure 6 do not correspond directly to doors. Some observations zones have multiple
doors, and some have no doors. The real distribution of doors can be seen in
Figure 2.

Figure 6 shows the spatial distribution of the visiting activity. Visiting is an
activity where people approach a location, loiter there briefly, and then leave.
This activity is common enough that we were able to train the activity models
from real data. The result is a very clean probability map. The central spikes
correspond to the printer and the copier. The high probability regions in the
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Fig. 6. Left: The spatial distribution of meeting activity in the experimental area.
Right: The spatial distribution of visiting activity in the experimental area.
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upper left correspond to the directors’ offices, the office of human resources and
several key administrators. The high probability node in the lower right is the
office of the vice president of business development.

In almost all the plots we see spurious detections on the boundary nodes, at
the extreme bottom, left and right, of the map. These boundary nodes represent
places where the closed-world assumption is broken. The movement detectors fail
because they are blind to motion that happens in what should be part of their
local context. This is a strong argument for completely covering spaces with
sensors. Ambiguities created by incomplete coverage are very hard to resolve
through inference.

6 Applications

These results suggest that a number of context-sensitive applications may soon
be not only possible, but practical. An inexpensive sensor network could hence
building safety by tuning emergency response to an up-to-the-minute building
census. It could enhance security while preserving privacy by providing more
complete context information to monitoring systems without the invasiveness
or cost of ubiquitous cameras. Current energy saving devices such as motion
activated lights tend to be disabled by occupants because they are annoying. By
understanding more of the local context, and the habits of the users, it might
be possible to build systems that better match the expectations of the people in
the building.

7 Summary

We have shown that a network of simple motion detectors can be used to re-
cover useful information about the state of a building in an efficient, scalable,
and privacy-friendly manner. It is possible to recognize both simple movements
(walking, loitering, entering a room) and more complex activities (visiting and
meeting). We see these low- and mid-level behavior detectors as the building
blocks for high-level understanding of the context of a building. This recognition
is accomplished by adopting a hierarchical framework for interpretation that is
carefully tuned to the requirements for recognition of various the components of
human activity. The movement detectors are intentionally simple to allow mod-
est computational engines to evaluate them despite relatively high input data
rates. The movement detectors locally summarize the data, lowering the data
rate and making the more demanding activity recognition models tractable, al-
lowing us to scale up the extent of our network. We have also presented a list
of movements that appear to generalize well to novel contexts. We argue that
these low-level detectors can provide a powerful tool, enabling the analysis of
building activity without the need for significant adaptation to novel contexts.
This scalable, reusable, efficient, privacy-friendly framework for behavior under-
standing in buildings enables an enormous field of applications for the future of
responsive buildings.
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Abstract. In this paper we present a social and technical architecture
which will enable the study of localization from the perspective of crowds.
Our research agenda is to leverage new computing opportunities that
arise when many people are simultaneously localizing themselves. By
aggregating this and other types of context information we intend to
develop a statistically powerful data set that can be used by urban plan-
ners, users and their software. This paper presents an end-to-end strat-
egy, motivated with preliminary user studies, for lowering the social and
technical barriers to sharing context information. The primary technol-
ogy through which we motivate participation is an intelligent context-
aware instant messaging client called Nomatic*Gaim. We investigate
social barriers to participation with a small informal user study evaluat-
ing automatic privacy mechanisms which give people control over their
context disclosure. We then analyze some preliminary data from an early
deployment. Finally we show how leveraging these mass-collaborations
could help to improve Nomatic*Gaim by allowing it to infer position to
place mappings.

1 Introduction

A great deal of progress has been made in the pervasive computing community on
the problem of localizing individuals. There are outdoor systems [1], indoor sys-
tems [2], and hybrid indoor-outdoor systems [3, 4, 5, 6]. There are infrastructure-
based solutions [7] and wearable/mobile-based solutions [8]. There are IR [9],
acoustic [10, 11], laser [12], single-point [13] and sensor fusion techniques [14, 15].
Hightower presents an excellent survey [16] with other examples and catego-
rizations.

With such a wide array of techniques for empowering a user to digitally
leverage their location, it is now justified to begin studying new computing
opportunities that are enabled when large numbers of people begin using these
technologies. Urban planners have implicitly begun studying these issues through
the analysis of where cell-phones are carried and used [17, 18]. We view our work
as complementary to theirs: crowd context can certainly be used for urban anal-
ysis. However, we wish to expand the types of analyses that can be done by
providing statistically powerful data sets which can still be used by urban plan-
ners, but also by the crowds who generate the data, and the software that they
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use. A key component of our vision is to enable aggregations over place (as
opposed to position [19]), activities and social situations.

To be specific, as a first order goal, we wish to develop methods of being able
to answer location-aggregation questions such as “Where are UCI students right
now?” One answer to such a question is to show positions on a map, but our
different and novel approach is to answer in the form of a probability distribution
over places : “90% of UCI students are at home.” Different questions might be
answered with distributions that can be interpreted as: “This weekend, 50% of
the assisted living center residents went to a store”, or “Right now, 10% of the
sales force are in developing nations”. Our future goals include being able to
answer activity- and social status-aggregation questions that naturally spring to
mind as well.

The risk versus benefit trade-off for a user who reveals context information
changes in two ways when it is aggregated. The first change is that the privacy
dynamic is altered. An observer trying to understand information about crowds
does not need access to knowledge about a particular person. As a result, some
of the risks of losing plausible deniability [20], and of being surveilled [21] are
lowered. They certainly don’t go away (see section 3 for example!) because in
order to aggregate someone must have access to individual context information,
but anonymity becomes more practical and sufficient statistics can be maintained
without maintaining data on individual behavior. The second change is that moti-
vation to reveal context information changes as well. Since no personal analysis of
context is available to the user once their data is aggregated, the benefit of reveal-
ing that information is small. Therefore new ways of encouraging participation in
the community from which aggregations are made must be developed.

The rest of our paper structures the social and technical architecture which
we are developing to achieve our goal. The centerpiece of the architecture is our
context-aware instant messaging client, Nomatic*Gaim, described in section 2.
We argue that this application needs context-awareness immediately and, as a re-
sult, is sufficiently motivating for people to reveal context information. Nonethe-
less, this revelation is a social barrier that we do not take lightly. As a result,
in section 3 we present the results of a small informal user study that we have
conducted to help shape our design of privacy controls to further facilitate par-
ticipation. Creating a well-designed IM client is a technical barrier that we in-
vestigate in a small deployment described in section 4. Encouraging results from
these studies provides a suggestion that these barriers can be crossed, so in
section 5 we show how remote data collection conducted by Nomatic*Gaim will
support solving the position to place problem, and thus the aggregate query
challenge posed above. Additionally, this particular solution can be used to fur-
ther lower social and technical barriers to the use of Nomatic*Gaim and other
location-aware systems.

2 Nomatic*Gaim

The prefix tag, “Nomatic*” refers to our system for collecting descriptions of
context correlated with position. Nomatic has the particular characteristics of
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leveraging mass collaboration to get statistically powerful amounts of data which
can then be used as data for data mining algorithms to solve challenging cultural
and social context representation problems.

2.1 Our Use of Context

We use “context” as short hand for three types of data: a user’s current place,
a user’s current activity, and a user’s current social situation. While our ap-
proach could include other aspects of context as well, these three have immediate
promise with regard to Instant Messaging (IM) usage.

– Place: Place is a way of describing a position in a semantic way. It is an
inherently ambiguous and subjective label that depends on who is labeling a
place, why they are labeling it and who they think is going to see the label.
Unlike place, position is an exact location, that, while possibly difficult to
gather, clearly describes where something is. It is usually described in a
coordinate system such as latitude and longitude, but may also be described
in other ways based on use and technology. Regardless of representation,
position unambiguously maps where locations are (e.g., 31N -117W, 3 miles
north of Exit 14 on highway I-5, etc.). Position to place is not a one-to-one
mapping. Not only can a position have many place names, but a single place
name may map to many positions (e.g., home, work, a Yoshinoya restaurant,
an IKEA store). An excellent discussion of the issues surrounding position
and place can be found in [19].

– Activity: Activity is also a subjective description of what a person is cur-
rently doing. Much of the same ambiguity that surrounds place also sur-
rounds activity. A person may be walking, talking on a cell-phone, having
a conversation, laughing, exercising, looking for the subway, all at the same
time.

– Social Situation: This is the way in which a person would describe their
current activity as it relates to other people. It includes situations such as
“being alone”, “being in a crowd”, “in a meeting”, “on a date”, etc. Again,
this is a highly subjective way of describing part of a person’s context.

In fact, these three elements of context are closely tied together. To say that
you are at a theater likely means that you are also watching a movie, and in
a crowd of strangers. To say that you are flying to Sydney also implies that
you are on a plane. So we do not suggest that these three types of context
are independent, but rather they are different lenses through which we observe
situations.

When necessary, some of the ambiguity of context can be eliminated by con-
forming to an ontology, hierarchical or otherwise. GIS systems, such as the U.S.
Census bureau’s [22], frequently impose such a structure on the description of
places, so that each position has exactly one well characterized label, perhaps
“light industrial”, “park”, or “shopping mall.” Much work in the pervasive and
ubiquitous computing community on activity recognition takes this tactic as
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well. Many algorithms are made tractable by the exclusive and unambiguous
description of activities in progress (e.g., [23, 24]).

Nomatic, through its mass-collaborative nature, rejects the imposition of a
strict ontology and supports the emergent creation of communal understandings
of context that will arise through shared use. We allow users to arbitrarily tag
locations in the style of de.li.cious [25], Flickr [26], and Etsy [27] so that Nomatic
can grow and change with community use.

2.2 Instant Messaging Transformed

The first step in motivating crowds toward a mass-collaboration of context in-
formation disclosure is to provide an incentive for individuals to reveal it. We
believe that a transformed IM client is just such an incentive.

TheHuman-Computer InteractionandComputerSupportedCooperativeWork
literaturehasthoroughlydocumentedthevalueanduseof“awareness technologies”
to supportand improvedistributedgroupwork [28, 29, 30, 31, 32, 33].Ethnographic
studies of IM have shown that the awareness associated with the online/offline
status line of an IM client has substantial value in themaintenance of dyadic human
relationships [34, 35, 36].

However, the computing context in which IM has been used has been rapidly
changing. Until recently most users of IM were primarily using desktop com-
puters. Computing has changed substantially in recent years such that laptops
sales are outpacing desktop computer sales [37] and IM clients are now available
on mobile phones. This means that the context provided by a label that says
“online” vs. “offline” or “available” vs. “not available” is no longer sufficient to
achieve the positive externalities mentioned in Nardi’s work [36]. Some studies
indicate that 13% of all IM dialog is simply related to negotiating availabil-
ity [38]. Increasingly, individuals are always “online”. The difference is that now
a person might be “online” and only available for some kinds of IM messages.
She may be driving, giving a presentation, using the same hardware to make a
phone call, or incur fees to receive IM messages. “Online”, no longer means that
a user can gracefully accept all interruptions.

To adapt to this new reality, we have developed a context-aware, open-source1,
cross-platform2,andcross-protocol3 instantmessagingclientcalledNomatic*Gaim.
It is the merger of two existing projects, Gaim [39] and Place Lab [6], with the
Nomatic mass-collaboration context collection system. Unlike previous IM clients,
this one reports more nuanced context information in the status line (see figure 1).
When a user sets their context information, their position is simultaneously queried
from the Place Lab system. These two pieces of information are then alternately
reported on the awareness status line where the “available” label was previously.
(Figures 2–3 shows other clients displaying Nomatic*Gaim status).

1 Nomatic*Gaim is licensed under a combination of GPL, and other redistributable
licenses.

2 It compiles and runs on Windows, Linux and Mac OS platforms.
3 MSN Messenger, Yahoo! Messenger, AIM/AOL/iChat, Jabber/Google, and others.
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Fig. 1. Nomatic*Gaim’s context entry dialog for manual context entry

Fig. 2. Apple iChat client displaying status created by Nomatic*Gaim

Fig. 3. Yahoo! Messenger client displaying status created by Nomatic*Gaim
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At the same time as the current context information is reported to a user’s
buddies, the Nomatic*Gaim client also anonymizes the (context,position) pair
and sends it to the Nomatic Mass-Collaboration Database (NMCDB) where a
database entry is made matching the position with the manual context infor-
mation. In this way the user is provided immediate benefit while a database
of position to place name mappings and, more generally, position to context
mappings is being developed.

As exciting as this new way of using IM is, there are some clear concerns
about privacy that need to be addressed. Lack of appropriate controls over con-
text disclosure may make users uncomfortable about adopting Nomatic*Gaim’s
awareness model. In order to understand user attitudes and to develop models
for automatically managing privacy, we conducted a small Wizard-Of-Oz pilot
study to direct our efforts.

3 Privacy Pilot Study

We made the hypothesis that a user would be motivated to use Nomatic*Gaim’s
context disclosure system if they had appropriate control over the method in
which the information was released. To evaluate this, we conducted a small pilot
study prototyping various IM privacy configuration management strategies. For
this study, we focused on what benefits users can achieve from location disclosure
through IM, what concerns this entails, and what factors affect their disclosure
attitudes. Although this study is small and informal, we hope it will iteratively
guide more formal user studies in the future.

Previous work has exposed some of the underlying privacy issues associated
with location disclosure. The private nature of location information and users’
unwillingness to disclose it has caused some research efforts to fail [9, 40, 41]. Some
have found that automated location disclosure is not very well accepted by users,
and concluded that automatic features lacked value [42]. Others have determined
that people first choose whether or not to reveal location, and if so, then specify
their location in the most useful terms for a given relationship [43]. Still others
have supported this idea that relationship dominates disclosure decisions [44].

Part of why we believe we may be able to succeed where others have not is
because we suspect that the underlying technology has a significant effect on how
people choose to reveal context information. Most previous work has focused on
SMS4 communication, but IM represents a different mode of communication,
and affords different information practices (i.e. different degrees of synchronic-
ity, central vs. ambient attention demands, “pulling” vs. “pushing” modes of
operation, etc.). The employment of different communication media for location
disclosure may change the balance between benefits and costs, affecting a user’s
sense of control, and thus their attitudes.

The issue of privacy in our IM client is partially mitigated by controls built
into the IM protocols themselves which allow users to control access to their
online/offline status, and therefore Nomatic*Gaim status, to people whom they

4 Short Message Service: text messages sent to cell-phones.
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Fig. 4. Three customized paper prototypes of potential future Nomatic*Gaim inter-
faces used in the pilot study. The left interface is manual. The right interface is com-
pletely automated. The center interface gives the most control to the user in disclosing
their current place.

have previously approved. The discussion of context disclosure is therefore made
within the boundaries of preexisting privacy mechanisms. (see [45] for more
details on IM privacy by protocol).

3.1 Methodology

Our study consisted of two parts, a paper-prototyping/Wizard-Of-Oz study
and a scenario-based questionnaire evaluating potential location-aware IM us-
age models for a laptop computer. The paper prototypes demonstrate possible
functionality that differs from the existing Nomatic*Gaim client.

The study was conducted on the UCI campus in November 2005. Restricting
ourselves to students within our research group who were not working on No-
matic, we screened potential participants to ensure they used IM daily and were
mobile laptop users. We recruited five students (3 male-2 female, 4 graduate-1
undergraduate) who received a short application form that collected information
to customize the subsequent scenarios.

During each one-hour session, we introduced three paper prototypes, pre-
sented several scenarios that required users to interact with the prototypes, and
then conducted a semi-structured interview with the participants to understand
their experiences.

Privacy Interface Options. The three paper prototypes were designed to give
the users a spectrum of automation over location disclosure. In the first one, the
system doesn’t do any automated disclosure, but users can manually enter and
disclose their current place to their entire buddy list. In the second one, the
system automatically detects a variety of place names that describe the user’s
position. The user is then able to drag place names over groups of individuals
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to reveal their place. The third one automatically chooses and reveals a place
name to all the people in the buddy list. As with the scenarios, the interfaces
were customized for each participant. An example is shown in figure 4.

3.2 Discussion

Our screening interviews reflected a wide variety of practices and environments
involved with IM usage. One unexpected situation involved IM usage during
church services. Opinions of showing location information also varied during the
study. One participant began their session by saying that location disclosure is
not something they wanted and didn’t have any value to them. However, she
later expressed several times that she had changed her mind, and agreed that
this feature could be very convenient and useful.

Benefits. Through the study, the following four benefits emerged as recurring
themes:

– Facilitating Activity Coordination: Nomatic*Gaim has the potential to
let others know where you are and vice versa. This appeared to be use-
ful for pre-defined, but flexible activity coordination (e.g, impromptu office
meetings, coffee shop meetings and project meetings before a class). Our
interviews demonstrated that these would be the highest value scenarios for
the participants as they were useful, convenient and efficient.

– To Facilitate Socially Appropriate IM Interactions: Most participants
agreed that location information is a good indicator of a user’s social context.
Providing location information through IM can inform and signal others how
to interact more appropriately. Seeing an IM buddy at a meeting location was
interpreted as a signal that their buddy was waiting for them. Additionally,
“Meeting Room”, “Church”, and “Classroom” locations all indicate strong
expectations over interruptibility. It also signals different expectations for
different people. For example, one participant emphasized that the “Church”
label means he doesn’t mind people from the same church contacting him
(before the service starts), but not others. The observation was also made
that for people who are familiar with each other’s schedule, place information
reveals what types of activities they are engaged in and provides cues for
interruptibility.

– Emotional Benefits: One participant mentioned that his parents call him
all the time, just wanting to know where he is. Another participant stated
that “There are probably 2-3 people I’d like to disclose [my location] to all the
time”, and another, “I guess I also care what my parents know, because they
are most likely to give me crap over the telephone, or to worry (i.e. I’d like
them to know I am home after a plane flight)” These statements suggest that
location information revealed through IM could enhance social connections.
Unlike phone calls and SMS, IM costs less in terms of time and attention
and may achieve better benefits as a result. Two participants mentioned that
this feature could save time by reducing the frequency of check-up calls from
parents. As one participant suggested, it provides “background” awareness
of her remote friends.
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– Increased Opportunities for Socializing: Location information can lead
to opportunistic social interactions. One participant mentioned that when
she sees her friend is in New York, she will start a conversation by “Hey, what
are you doing in NY?” Another participant suggested that “Home” means
he is available for his friends. Yet another participant mentioned that if she
sees her friends at “Home”, she will “feel more comfortable to reach them,
without any worries”. In our coffee shop scenarios, participants expressed
their willingness to disclose their location information if they are alone, “so
[friends] nearby can join me”.

Information Leakage. Besides benefits, the scenarios and interview questions
also expose some tensions and concerns involved. Some participants were con-
cerned that location disclosure might cause information leakage over scope and
time, and lead to undesirable consequences.

Our participants demonstrated an unwillingness to disclose some location in-
formation to conceptual groups of people in their buddy list. As one participant
put it, “a couple [people] I’d actually want to hide information from, I’m pro-
tective of my face time.” In a home scenario, one participant said “office mates
don’t need to know [where I am] for sure”. Some locations are especially sensi-
tive to some people such as “bars” to parents, or “home” to boss, although as
a result of current IM practice, participants also mentioned that these people
were currently not in their buddy list.

One participant was afraid of information leakage over time, either choosing
to disclose or choosing not to disclose location can be informative “in ways you
don’t like.” The example given is “parents asking ‘why I didn’t display ‘Home’
all weekend?’ Even if it doesn’t show where I actually am.” Another participant
also pointed out choosing not to disclose location may cause social pressure. A
third mentioned that people might learn her rhythms, and could predict her
locations in an undesired way. System security was also raised as a concern.

High Level of Acceptance. Our pilot study showed a high level of acceptance
of location disclosure through IM and the corresponding automatic features. All
participants answered “yes” when asked whether they would use this feature if
it were available. At the same time, two participants also mentioned that they
would adopt it only when it became very popular suggesting that achieving
critical mass will be an important social barrier to adoption. Nothing about the
proposed system requires multiple users to participate.

The high level of acceptance exceeded our original expectations, and is con-
trasted with findings from previous location disclosure systems. We speculate
several reasons why this might be:

– More Benefits: IM makes location exchange very easy, which is signifi-
cant for activity coordination. Secondly, although existing IM clients support
quick and informal conversations, they suffer from a lack of social context
which location disclosure helps to mitigate.

– Lower Attention Cost: One major feature of IM is its presence awareness.
It works like an ambient display [46], operating in the background, utilizing
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peripheral attention, and supports easy movement between background and
foreground operation. This feature significantly lowers the attention cost on
the information receivers, and makes it less annoying and interruptive.

– Sufficient Level of Control: In contrast with cell-phones and PDAs, lap-
tops are less intimate. People typically do not bring them everywhere they
go. This eliminates some of the threats to a person’s privacy. Secondly, the
buddy list provides a natural and controllable boundary in terms of the scope
of information leakage. Finally, the awareness metaphor associated with IM
status disclosure is simple to conceptualize.

3.3 Future Design Directions

– Temporality: Several participants distinguished between regular and one
time events, and suggested different ways of automating each. For scheduled
and regular activities, automatic features have the potential to reduce tedious
manual specification. Also, with regular activities, participants seem to have
less privacy concerns. In contrast, for one time events, manual disclosure is
acceptable or even preferred.

– Spatiality: In some places, such as work, our participants showed their
willingness to use automatic features to reveal location information. It had
high value, and little privacy risk. In contrast, “home”, or “coffee shop” were
more private.

– People Aspect: People want to disclose their location to groups of people
in different ways. Furthermore people categorize their acquaintances differ-
ently. This suggests a flexible buddy organizing mechanism is an important
requirement for automatic location disclosure design.

– Activity Aspect: Our study showed that for the same location, different
social situations altered attitudes towards location disclosure. For example,
while waiting at a coffee shop, almost everybody indicated they would “def-
initely” choose to disclose location. However, after they start socializing,
nobody wanted to disclose location anymore. When the socializing is over, if
they remained alone, they all chose to disclose location again. This suggests
the need to provide a very easy mechanism to quickly start and stop location
disclosure.

– Information Aspect: People are less concerned about disclosing more gen-
eralized location information to their buddy list. For most participants, gen-
eralized information doesn’t convey too much information, and yet is useful
enough for relevant people. Detailed information such as room numbers were
only appropriate for certain people. This suggests using generalized informa-
tion as default settings.

– Easy Control: Our participants made it clear that control had to be “dead
easy” – “No more than one click to override.”

3.4 Summary of Pilot Study

The size and informality of our study makes it impossible to make conclusive
statements about privacy in IM. We did observe generally positive attitudes
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towards location disclosure from our well-informed and computer literate user
sample. They also emphasized that automatic privacy mechanisms need to be
flexible in regard to recognizing what times and places were valid to make default
disclosures and to provide very clear feedback and control about what informa-
tion was being revealed. We also got hints that made us suspect that critical
mass, rather than privacy will be the determining factor in wide adoption of this
feature.

4 Preliminary Nomatic*Gaim Deployment

In parallel with our work on privacy automation we tested an initial version of
our system to evaluate technical barriers that would impact the effectiveness and
system design of Nomatic*Gaim. We used an instrumented version of our client
running on Windows and Macintosh laptops that collected statistics about how
our users used physical space and IM. We had one professor and two graduate
students use our client over the course of one week each. At the end of the usage
period we collected and analyzed the resulting logs.

4.1 Collected Statistics

The first set of statistics that we collected related to protocol usage and sup-
ported our decision to use a multi-protocol approach. Figure 5 shows the number
of buddies on each persons IM list separated according to protocol. These num-
bers are in line with similar research into IM usage that determined that an
average buddy list has 22 people [35]. Figure 6 shows a similar analysis based
on number of messages per protocol.

The second set of statistics that we collected was related to Wi-Fi Access
Point (AP) localization. This is the underlying technology present in Place Lab
which in turn is used by Nomatic*Gaim to determine a user’s position. This is
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a beacon-based technology that compares the currently observed APs to a local
database of AP locations. By triangulating a position among the observed APs,
a user can passively ascertain his location with moderate accuracy.

We looked at how many unique APs our users encountered and what percent-
age of them were not represented in the Place Lab data base (see figure 7). Over
the course of the week there was no period of time in which a laptop was used
outside the range of an AP. This was despite the fact that one of the users in
our study made a cross-country plane trip during the study period.

4.2 Discussion

– AP Coverage. The number of APs in the database was surprisingly low.
There were always APs visible, but their location was frequently not known.
Whenever this was the case, Place Lab was unable to find a latitude/longi-
tude for the user. However, the set of AP signatures did suggest a particular
location, just one that was unable to be placed in a coordinate system.

– Accuracy. The literature cites resolution accuracy that is very high under
ideal situations, sometimes under 10m [6, 47]. Although we didn’t formally
analyze accuracy, our anecdotal experience suggested that we achieved ap-
proximately 30m accuracy in practice.

– Mobility.Consistent with the results of a study into the mobility of CMU
students [48], we found that most laptop usage was in a few regular
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repeated areas. Only during the cross-country travel episode did we see many
locations per user.

4.3 Future Directions

These results suggest a few important features for the Nomatic system. First,
bootstrapping and auto-extension of APs must be easy and integral to the sys-
tem. A system like Microsoft Live Local [49] that accepts unknown APs and
attempts to localize them based on co-location with known APs will be essential
for the success of this system.

Additionally it would be convenient to have an interface that allowed the user
to act as a manual GPS. Such an interface would allow them to pick a position
on a map that is their actual position and then update the relevant databases
to reflect the APs in sight.

Finally the mapping of position to place should not fail just because absolute
position is not known. A graceful segue between known unique positions and
absolute positions is critical while AP localization is in the bootstrapping stage.

5 Closing the Loop: Leveraging Aggregates

So far we have discussed a preliminary system, based on an IM client that will
collect and reveal context information about a user, in a manner with which they
are comfortable. We have argued that IM is a compelling application that pro-
vides immediate gratification to the user. It is less clear how a user would benefit
from providing their context information to the NMCDB and why they wouldn’t
forgo that aspect of the system while they displayed the same information to
their buddies.

Motivating the mass-collaboration aspect comes from the powerful ability for
a Nomatic*Gaim client to use statistical inference from the data that has been
submitted to the NMCDB. This inference can determine the best place label for
the given position, L∗, based on the data collected so far at all nearby positions,
x, and the currently observed location, z:

L∗ = argmax
L∈Places

∫
x

P (L |Data(x))P (x |z)

Since P (x | z) is essentially a neighbor function, we can generalize position
to be either a latitude and longitude pair, or a set of APs, and thus support
bootstrapping. In the latitude/longitude case, the notion of a neighborhood is
physical. In the AP case the notion of a neighborhood is “all locations that have
a non-empty intersection of APs”. We can assume that the greater the overlap
the closer the locations.

We can further differentiate between the data that the user has personally
collected and data that the rest of the community has collected and assume the
two are independent:

L∗ = argmax
L∈Places

∫
x

P (L |Datauser(x), Data¬user(x))P (x |z) (1)
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L∗ = argmax
L∈Places

∫
x

P (L |Datauser(x))P (L |Data¬user(x))P (x |z) (2)

We now consider the case of a user who has never used Nomatic*Gaim before.
This user arrives at a new location and opens their laptop. Place Lab localizes
the user’s position. Nomatic*Gaim gets the position and sends it to the NMCDB.
The NMCDB responds with the optimal place label for the given location, L∗,
calculated according to equation 2. Since Datauser(x) = ∅, P (L | Datauser(x))
is uniform and uninformative.

After a user has entered information into the database on their own, their
particular labelings of space are non-empty and begin to contribute toward the
understanding of place for their IM client.

We can now incorporate the design guidelines that we have uncovered to cre-
ate a better user experience. Rather than having the NMCDB respond with, L∗,
it can respond with the list of highest rated place labels, (L∗ = L0, L1, L2...) and
the associated probabilities, (P (L0 | ẑ), P (L1 | ẑ), P (L2 | ẑ)...). Nomatic*Gaim can
now take one of four options under the assumption that α > β > γ:

– If P (L0 | ẑ) > α then Nomatic*Gaim will automatically set the place context
for the user

– If P (L0 | ẑ) > β then Nomatic*Gaim will automatically set the place context
for the user and ask for the user to confirm the setting.

– If P (L0 | ẑ) > γ then Nomatic*Gaim will open the context dialog with the
list of locations, L0...Ln, ordered according to their associated probabilities
in a drop down box for user selection.

– Otherwise, Nomatic*Gaim will open the dialog box for the user and allow
him to manually set the current location place.

The final user experience is compelling. If a user is willing to collaborate
with NMCDB, when they arrive at a brand-new location and open their laptop,
Nomatic*Gaim will take one of the proposed U/I options. If this new location
has a common name that all previous people have used to label that location,
the user’s place (not position) status will be set for them automatically. They
will never have to touch their IM client and a semantic understanding of their
current location will be displayed. If the user doesn’t like the common place
labeling, and they correct it manually, the next time they arrive at the same
location, their customized place label will automatically be used. The user never
again has to touch their status when in that location. If for reasons of privacy or
ambiguity a location has multiple place names, the user’s current place will be
confirmed before it is set for the user. The sensitivity to the automatic processes
can be set by altering α,β, and γ.

6 Conclusions

In this paper we have presented a social and technical architecture for collecting
large amounts of context information from users in real-time.



200 D.J. Patterson, X. Ding, and N. Noack

Through the use of several small user studies we have identified social and
technical barriers to the adoption of our context-aware instant messaging client,
Nomatic*Gaim. Our privacy study was surprisingly positive given related work
in the field. We attribute this apparent willingness of people to participate in
context disclosure to the unique features of IM that are different from SMS
messaging. Our early deployment study supported our client design decisions
of being cross-protocol and identified the need for techniques that work in the
absence of absolute knowledge of position.

While previous work and technological trends suggest that the context aware-
ness provided by Nomatic*Gaim has immediate benefits for a user and their
buddies. It is crucial to the overall vision of Nomatic that users also reveal their
context information to the NMCDB. To this end Nomatic*Gaim also leverages
data submitted to the NMCDB to improve it’s U/I, as an example of statistical
inference over the data from crowds, but also to encourage continued mass-
collaboration from the individual user.

Ultimately by leveraging this architecture, we are able to provide information
that will assist urban planners, people and software to answer novel new queries
that aggregate over the semantic contexts of crowds of people. This information
can be used by people for aggregate social analysis, or by machines to create
more social interfaces.
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Abstract. Several approaches to context awareness have been proposed
ranging from unsupervised learning to ontologies. Independent of the
type of context awareness used a consistent approach to naming contexts
is required. A novel paradigm for labeling contexts is described based
on close range wireless connections between devices and a very simple,
unsupervised learning algorithm. It is shown by simulation analysis that
it is possible to achieve a labeling of different contexts which allows
context related information to be communicated in a consistent manner
between devices. As the learning is unsupervised no user input is required
for it to work. Furthermore this approach requires no extra infrastructure
or resources to manage the names assigned to the contexts.

1 Introduction

One of the basic requirements for two agents to communicate is the existence
of a standard communication protocol. This is true whether two computers are
connected over an IP (Internet Protocol) network or two people are talking face
to face in a common language. We use these two simple communication examples
to illustrate two very radical approaches to generating communication protocols.
In the case of a computer network the communication protocol is defined and
agreed on beforehand by interested parties. Prior to connection to the network
each computer is then programmed to transmit and receive information based
on the protocol. On the other hand for a child learning to talk English the
parent does not explain that a ”dog” is a four legged, hairy animal with a wet
nose before the child has even seen a dog. Rather when the child sees a dog the
parent tells the child its a ”dog”. Later the parent may talk about the ”dog”
and the child understands what the parent is referring to. We also note that in
this case the labeling of the dog occurs when the parent and the child are both
in the presence of a dog. Furthermore the mechanism by which the parent or
child can distinguish between a dog and for example a cat is not important. The
important point is they are both able to distinguish a dog and they essentially
agree to call it by the same label.
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In the case of location awareness or the more general case of context awareness
[1] it is also very important to label locations or contexts in a standardized manner.
By having standard names for locations or contexts it is possible to communicate,
infer and reason about the contexts and locations. In a similar manner to defining a
communication protocol for networked computers it is possible to define a protocol
for labeling contexts based for example on an ontology [2]. In this work we set out
to show how an alternative method to labeling contexts in a mobile environment
can be achieved based on an unsupervised learning mechanism. A parallel can
be drawn between our method and the example of the parent and child using a
common label for a dog. Like the parent and child example the method is based
on a set of agents in close physical proximity in a location or context that each
agent can distinguish. How each agent distinguishes the location or context is not
important. However, if there exists a means of communicating label information
with each other they are able to arrive at a standardized name for each of the
distinguished locations or contexts. As it turns out this method is very suitable
for implementation in mobile devices.

Apart from ever increasing computational and memory resources, typical mo-
bile devices are also equipped with short range wireless connections such as Blue-
tooth. Hence devices in close physical proximity can connect to each other and
exchange information in peer-to-peer, ad-hoc type networks. Persson et al [3] and
Eagle [4] have studied such short range connections that allow for the exchange
of personal details in social network applications. Moloney [5] has studied the im-
plications of using a distributed recommendation system to improve security with
short range connections. Given the world-wide wireless phone subscriber base is
predicted to increase to 3 billion in the next few years it would seem that the oppor-
tunity for devices to form, short-range, peer-to-peer connections will also increase
significantly. Hence if a mobile device is context aware then with its computational
and short-range wireless communication ability the method we describe could be
implemented in current mobile devices. In what follows however we are only able
to describe and analyze a simulation of the method.

In section 2 we overview the ontology and unsupervised learning approach to
context awareness in a mobile environment. While each approach has its advan-
tages and disadvantages it is clear that being able to name identified contexts
in a consistent manner between different mobile devices would be of huge bene-
fit. In the case of an unsupervised learning approach to context awareness it is
even essential. Context reasoning would be greatly enhanced through knowledge
sharing as would service propagation between devices, given a consistent naming
of contexts. One simple example of service propagation is illustrated in section 2
where each agent has different means of identifying a context. In section 3 we
describe a very simple means of labeling contexts using an unsupervised learning
algorithm. The algorithm is based on devices in close proximity, establishing a
wireless (e.g. Bluetooth) connection and exchanging information on the names
or labels they have for the context in which they find themselves. In section 4 a
simulation of an implementation of the context labeling algorithm is described.
The simulation is based on an abstraction of the real-world problem where agents
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are allowed to move in simulation space between different contexts and exchange
context labels when in close proximity. Different aspects of the context labeling
algorithm are illustrated. The model and methods used in the simulation are not
intended to prove that the approach to labeling of contexts as presented here
will work in the real-world. In section 5 we discuss some of the shortcomings
of the model and simulation with respect to the real-world. Section 6 contains
concluding remarks.

2 Context Awareness

2.1 Approaches to Context Awareness

It is possible to identify two essentially different approaches to context aware-
ness. The first most widely studied approach is based on an ontology [2]. An
ontology can be described as an explicit formal specification of how to represent
objects, concepts and other entities that are assumed to exist in some area of in-
terest. Typically the different entities and their interpretation can be labeled in a
human understandable form and in a form that can be manipulated by software
in a computer. The resulting ontology is governed by a set of logical statements
about the represented knowledge. The process of inference is then used to de-
rive consequences from the knowledge encapsulated in the ontology. Another
important characteristic of an ontology is that the agents which subscribe to the
ontology can communicate to each other knowledge represented in the ontology.
The agents can in turn use this communicated knowledge for inference within
the ontology in a logically consistent manner. This ability to communicate once
again stems from the ability to represent the knowledge in a machine and even
human readable form. The ontology approach to context awareness and perva-
sive computing has been widely studied for example by Chen et al [6] and Wang
et al [7]. In the case of context aware mobile devices it has been analyzed by
Korpipää and Mäntyjärvi [8].

The advantages of using an ontology for context awareness are obvious from
the description which include well defined objects and entities in a consistent
framework allowing consistent communication of information between agents.
The disadvantages of using an ontology for context awareness in a mobile en-
vironment are discussed in [9]. With respect to labeling contexts consider the
case where there are two groups of agents which subscribe to two different on-
tologies. In order to enable cross communication between the two groups there
needs to be a translator or mapping between the ontologies. Given that each
ontology may be constantly evolving this would mean the mapping should also
be constantly evolving.

In another approach to context awareness Flanagan et al [10], [11] use unsu-
pervised learning to extract clusters from measured data . Each of the extracted
clusters is assumed to represent a user context. The main advantage to this ap-
proach is that the learned contexts are personal to the user and there is no need
for user input. Furthermore the learning is computationally relatively light and
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can run on a mobile device. On the other hand a major drawback of this unsu-
pervised learning approach is that for a group of devices the learned contexts
and their representation is completely dependent on each user’s history. This
means there is no formal means to name the learned contexts in a consistent
manner across devices, making it impossible to communicate context informa-
tion between devices in a standard manner.

It is possible to look beyond the means of recognizing context and just consider
the case of different agents with different capabilities for recognizing contexts.
For example in the location recognition case, one user could have a GPS system
on their mobile device while another may not and identify locations based on
the nearest Wireless Local Area Network (WLAN) connection point. If these
two users are standing beside each other in the same location then they should
probably have the same label for the location.

In what follows a method that allows labeling of contexts across devices is de-
scribed. An obvious application of the method is to a situation where each one of
a group of devices has an unsupervised learning approach to context awareness.
As it turns out the method is independent of the approach to context aware-
ness and the capabilities of the agent. The basic assumption of the method is
that each device or agent has some means of identifying different contexts. In
the more general case it can provide a means of labeling contexts that would
allow a context aware device using an ontology to communicate context informa-
tion with an unsupervised learning based context aware device and vice-versa.
It would also allow two sets of agents committed to two different ontologies to
communicate with each other by learning the mapping between the two ontolo-
gies. As the method is learning based it is very flexible and can adapt to changes
in contexts.

2.2 Example Scenario

In this section we describe a very simple user scenario where the ability to name
contexts in a consistent manner between devices with different definitions of the
same context allows for the propagation of services between the devices.

Consider Mary waiting at the bus stop. On her mobile device there is a service
which allows her to buy the bus ticket before entering the bus at a reduced price.
Mary’s device has a GPS receiver which provides location information. Based
on this location information her context aware mobile device infers that Mary is
at the bus stop and starts the ticketing service allowing her to quickly purchase
a bus ticket. Hence Mary is not required to manually find the ticketing service
and start it. Now assume the context aware application on Mary’s device has
labeled or named the bus stop context ’XYZ’ based on the GPS coordinates.
John is a friend of Mary who also uses the same bus stop but his mobile device
does not have GPS. Despite not being GPS enabled John’s device can identify
the bus stop close to his home based on a combination of three factors, the Cell
ID from the GSM network, the time at which he typically takes the bus and
accelerometers on his device which means it can determine when he walks the
10 minutes from his home to the bus stop. This approach to recognizing the bus
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Mary John

GPS: 60°17'N, 24°53'E

Cell ID: 32
LAC: 102

Country Code: 19
Time: Morning, 7:30

Activity: 10 minutes walk
from home.

Bus stop context
definition

Bus stop label 'XYZ' 'XYZ'

Fig. 1. Even though Mary and John have different criteria for recognizing the same
context if the contexts are labeled in the same manner then it is possible for their devices
to communicate information related to the contexts. The GSM network provides basic
location information in the form of the Cell ID, Location Area Code (LAC) and Country
Code.

stop is less accurate than GPS but sufficient. By whatever means the context
aware application on John’s device has labeled the bus stop context with the
same label ’XYZ’.

Assume that John’s device is unaware of the ticketing service. John and Mary
meet in the cafe and both have their Bluetooth switched on allowing their devices
to connect. Comparing their publicly available information John’s device detects
that Mary’s device also has a context ’XYZ’. It also detects that Mary’s device
has associated the ticketing service with this ’XYZ’ label. John’s device then
receives details from Mary’s device on accessing the service available at context
’XYZ’. The next time John is at the bus stop his device detects the context and
alerts him to the fact that the ticketing service is available. Figure 1 shows a
summary of this example. From this example scenario we see:

1. Each device can be context aware but not necessarily use the same criteria
or features to define the same context.

2. If the devices have a consistentmeans of naming contexts which is independent
of how the context awareness is carried out then they can share information
about different contexts without necessarily being in those contexts.

3 An Algorithm for Unsupervised Labeling of Contexts

To describe the algorithm we consider P agents each one capable of distinguish-
ing between M contexts denoted by Cj , j = 1, . . . , M . There is no requirement
for the agents to recognize the contexts in the same manner or using the same
criteria. The set of recognized contexts is denoted by

C = {C1, C2, . . . , CM} . (1)

For each context Cj and each agent i there is a list of names {ψk
ij , k = 1, . . . , nij}

associated with the context which the agent can use to label that context. The
list of names is denoted by

Lij = {ψ1
ij , ψ

2
ij , . . . , ψ

nij

ij } . (2)
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The use of the labels is discussed in more detail in what follows. Associated with
Lij is a set of weights Ωij where

Ωij =
(
ω1

ij , ω
2
ij , . . . , ω

nij

ij

)
, (3)

with wk
ij ∈ [0, 1] a scalar and directly associated with ψk

ij . In all cases nij ≥ 1, ∀i, j
which means each agent has at least one name for each context at all times. Ini-
tially the ωk

ij and ψk
ij can be chosen randomly. We now define the primary name

or label that agent i uses for Cj . Denote by Sij the name that agent i assigns to
each recognizable context Cj . At any given time

Sij = ψv
ij , (4)

with v defined as the index of the weight with maximum value,

ωv
ij > ωk

ij , ∀ k �= v . (5)

In other words the primary name Sij an agent i uses for context Cj is given by
the name ψv

ij in the list Lij for which the associated weight ωv
ij is maximum.

Each agent is capable of forming short range, wireless, connections over which
they can exchange information with other agents. When an agent finds itself in
context Cj with other agents they exchange the names. The technical details
of exchanging the name information between the agents is not discussed here
but assumed to be possible. Each agent updates its own list Lij and Ωij as a
function of the names of the other agents to which it is connected. The update
is carried out as follows:

– In the first case there are μ agents m1, m2, . . . , mμ within range of each other
and able to make a connection. It is assumed that all agents are in context
Cj . The names Smij of the agents are compared to see which one occurs most
often amongst the agents m1, m2, . . . , mμ. Denote by S the most common
name then ∀ k ∈ {m1, . . . , mμ},
1. If S �∈ Lkj then add ψ

nkj+1
kj = S to Lkj and add an associated weight of

ω
nkj+1
kj = γ (6)

to Ωkj , with γ ∈ [0, 1], γ � 1 can be either a predefined constant value
or a random number.

2. If S ∈ Lkj and ψr
kj = S update ωr

kj as follows,

ωr
kj = ωr

kj + α
(
1.0 − ωr

kj

)
. (7)

3. ∀r = 1, . . . , nkj if ψr
kj �= S then

ωr
kj = ωr

kj + α
(
0.0 − ωr

kj

)
. (8)

4. ∀r = 1, . . . , nkj and ρ � 1 a threshold, if

ωr
kj < ρ , (9)

then ψr
kj is deleted from Lkj and ωr

kj is deleted from Ωkj .
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– In the second case where there are only 2 agents p, q within range of each
other and make a connection then the weights ωs

pj associated with Spj = ψr
pj

and ωs
qj associated with Sqj = ψs

qj are compared. Assuming ωr
pj > ωs

qj then
S = Spj and the same updates as in Eqs. (6), (7), (8),above are applied.

In brief, for a set of agents physically close enough to each other to make a
connection and assumed to be in the same context, the most common name
used by the agents to describe this context is found. The weight associated
with this name for each agent is increased towards 1 (i.e. Eq. (6), (7)) and any
other names the agent associates with the context are decreased towards 0 (i.e.
Eq. (8)). Based on Eq. (4) and Eq. (5) it is clear that the most common name for
a context is reinforced amongst the agents. A consequence of the above updates
is that the value of nij can both increase and decrease.

Despite the simple means of exchanging and updating context name informa-
tion the agents with their movements and interactions create a complex dynamic
system. The main aim of this work is to determine whether agents working within
this paradigm can arrive at a consistent means of naming each recognizable con-
text. The behavior of this system is analyzed through simulation in the next
section.

4 Simulation

In this section we describe two types of simulation, the first type is based on
small scale simulations with few agents and contexts. In the second type based
on large scale simulations we vary the number of agents over several orders of
magnitude to examine the scalability of the proposed method.

The basic unit of time in the simulations is a simulation step. In order to
simplify and speed up the implementation of the simulation, at each step the
states of the agents are updated. For small scale simulations we are concerned
about the evolution of the naming of contexts rather than the absolute conver-
gence time. In the large scale simulations the agents are also updated at each
simulation step but the convergence time is measured in terms of the number of
times an agent visits a context which is independent of the simulation step. The
relationship between the simulation step, the application of the name update
algorithm in the simulation and a real-world application of the algorithm are
discussed further in section 5.

4.1 Small Scale Simulation

Simulation Setup. The initialization of the simulation is carried out by setting
nij = 1 with ω1

ij � 1 and ψ1
ij a random 3 letter word for each agent i and context j.

This means the simulation probably starts from the worst possible scenario where
none of the agents have a label for any context in common with any other agent.
The parameter γ of Eq. (6) is chosen randomly in the range [0, 0.1].

The user interface to the simulation is shown in Fig. 2 (a). The outer rectangle
represents the area within which the agents can move. In this area are 6 centers
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denoted by a ’+’ at position (γ1i, γ2i). The position (x1j , x2j) of each agent j
is represented by a small black ’◦’. This simulation does not have any input
context data and the agents do not carry out any context recognition. Rather
the context recognized by the agent, for the purposes of the simulation, is based
on a distance measure. Hence, each agent j identifies the context Cv it is in
based on a distance measure where v is defined as follows,

(γ1v − x1j)2 + (γ2v − x2j)2 < (γ1k − x1j)2 + (γ2k − x2j)2, ∀ k �= v . (10)

Thus an agent’s ’recognized context’ is given by the context center to which the
agent’s position is closest. It should be emphasized that while the contexts in
this simulation are based on position and distance, we are only using the distance
measure as a convenience and we assume the contexts we are dealing with can
range from low level contexts such as the ’location’ to higher level contexts.
For example, being in the same location such as ’home’ in the ’morning’ and
’evening’ could be considered two different contexts and of a higher level than
the location context alone. Thus in this simulation using a distance measure is
a convenient way to present and differentiate between contexts. The 6 distinct
polygons, outlined in gray, based on this distance measure, represent the areas
associated with each context. Adjacent to each ◦ is the name Sij , defined in
Eq. (4), Eq. (5), the agent assigns to the context j that it is currently in.

The agents are moved between different contexts in a random manner. Initially
each agent is assigned a random target context Ci independent of the agents
initial position. At each time step the position of agent j is changed as,

xkj = xkj + 0.01 ∗ (γki − xkj) , k = 1, 2 (11)

and hence is moved towards the target context center (γ1i, γ2i). When agent k
reaches the context center and(

(γ1k − x1j)2 + (γ2k − x2j)2
)0.5

< 0.25 , (12)

denoted by the gray circles centered on the context center, the agent remains
inside this circle for a number of simulation steps chosen randomly in the range
30−80. At the end of this period another context center is randomly chosen and
the process is repeated over. The choice of context centers for different agents
and the periods they spend in the context center circles are chosen randomly
and are not correlated in anyway.

When the agents are inside the context center circles they are considered to
be in range long enough to allow connections to be made with other agents also
in the context center circle. When the connections are made the agents exchange
context names and update the context lists as described in section 3. Figure 2 (b)
shows the state of the agents after several 1000 simulation steps. From this figure
we see agents 3, 7, 15 are in context C5 with agents 3, 15 in the context center
circle. The names S3,5, S7,5 and S15,5 the 3 agents have for context C5 are all
’fbb’. On the other hand for agents 1, 6, 9 all in context C1 both S11, S91 have
the same name ’pis’ for C1 while agent 6 has a name S61 given by ’nrv’. In the
next section the simulation is analyzed in more detail to show how the naming
of the contexts among the agents evolves.
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Fig. 2. User interface to the small scale simulator
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Simulation Analysis Simulation 1. We first consider a single simulation
with 15 agents and 6 contexts. The simulation setup is the same as described
above with α = 0.01 and ρ = 0.005. The aim of this analysis is to determine if
the agents can arrive at a situation of ’full-communication’ where we define full
communication as follows.

Definition 1 (Full-Communication). A set of P agents have full communi-
cation when for every context Cj there is a single label Sj for which

Sij = Sj , ∀ i = 1, . . . , P, ∀ j = 1, . . . , M , (13)

where we have defined Sij in Eq. (4), (5). This definition means that at any
location/context each agent can communicate with every other agent any infor-
mation it has related to the context Cj . Figure 3 illustrates this result for each
of the 6 contexts. In order to understand the illustration consider Fig. 3(d). On
the vertical axis is shown all of the names used by the agents to name context
C4, hence there are 15 different names, since each agent is randomly assigned a
name for each context at the start of the simulation. On the horizontal axis is
the number of simulation steps and the plots show at each step the names Si4
used by all the agents for C4. While it is difficult to follow the lines the most
important point is that for simulation step > 3000 there is one name ’mrb’ that
is used by the agents for C4. Between steps [≈ 2000− 3000] there are two names
’mrb’, ’ghl’ used by the agents for C4. In this case, using only the names Si4 it
is clear that some agents may not be able to communicate with all of the other
agents information related to C4.

Note when comparing the plots for the different contexts in Fig. 3 it seems
that the final name for each context typically converges to the first or second
name on the vertical axis. This is due to the way the simulation data is collected
and processed and is not due to any bias in the simulation itself. The data on
the name used by the agents for a context was only recorded when the agents
were in that context. Hence the plot for the names at the top of the vertical axis
sometimes only start after several hundred steps. This also allows us to conclude
that typically the final unique name used to label a context by all the agents is
quite often the name used by the agents found in the context at the beginning
of the simulation.

Considering the results for each of the 6 contexts it is clear that the number
of steps taken to reach a unique name for the contexts varies quite considerably
from less than 2000 steps for context C6 to almost 8000 steps for context C3.
So far we have stated that an agent can communicate with every other agent,
information related to a context Cj , when Sij = Skj , ∀i, k. However this is quite
a stringent condition and does not recognize the fact that each agent has a list
of names Lij associated with Cj .

Simulation 2. Instead of restricting the name for communicating information
to other agents to just Sij as defined in Eq. (4), Eq. (5) we allow each agent
to use more than one name for each context which it can use to communicate
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Fig. 3. Context name evolution v’s number of simulation steps
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with other agents. As an example, we allow each agent to have a maximum of 3
names for each context and Sij is defined as a set of 3 names as follows,

Sij = {ψv1
ij , ψv2

ij , ψv3
ij } , (14)

with
ωv1

ij , ωv2
ij , ωv3

ij > ωk
ij , ∀k �= v1, v2, v3 . (15)

This means that the set of names Sij corresponds to the labels from Lij whose
associated weights {ωv1

ij , ωv2
ij , ωv3

ij } are the 3 biggest weights in Ωij . In the next
simulation we examine the time taken for an agent to be able to communicate
with other agents based on this generalization of Sij . The simulation scenario
is the same as that in Simulation 1 with 15 agents and 6 contexts. Figure 4
shows for each context, 3 plots of the number of agents able to communicate with
more than 9, more than 12 and 15 (i.e. full-communication) of the other agents
based on the generalized context name against the number of simulation steps.
In contexts 5, 6 the number of steps for all agents to be able to communicate with
all other agents is less than 1250. On the other hand for context 2 it takes almost
4000 simulation steps before full agent communication is reached. However after
2000 simulation steps 12 of the agents are able to communicate with at least 12
of the other agents. This type of result is observed quite often where there are
2 − 3 agents without a common label for a context for an extended number of
simulation steps. This is followed by abrupt changes in the number of agents able
to fully-communicate when these agents finally learn a commonly used name for
a context. The reason for this is related to the fact that some agents, by chance,
do not go to a certain context for a large number of time steps. Overall from
Fig. 4 it is clear that using the more generalized definition of Sij means the agents
arrive at full-communication quicker (i.e. ≈ 4000 steps in Fig. 4), as against the
more restricted case demonstrated in simulation 1 and Fig. 3.

The Choice of Simulation Parameters. In the simulations carried out there
has been a certain choice of parameters. Most of the reasons for choosing the
values of certain parameters are related to a visualization of the simulation. For
example in Eq. (11) a value of 0.01 is used as a gain parameter which restricts
the changes in positions of the agents to quite small values and is easier to follow
on the screen. It also implies however that the number of simulation steps to
travel between contexts and achieve full-communication is measured in 1000’s of
steps. This choice of 0.01 also affects the choice of 30 − 80 steps that the agents
spend in each context which in turn affects the parameter α = 0.01 in Eq. (6),
Eq. (7) and ρ = 0.005 in Eq. (9). Note that it is better that ρ < α. The absolute
values of these parameters is not important but what is more important is their
relative values. In conclusion the choice of parameters does not greatly affect the
simulation results rather its presentation.

4.2 Large Scale Simulation

In this section we examine the affect of varying the number of agents and con-
texts over a much larger range compared to that in the small scale simulations
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Fig. 4. Context labeling and the agents’ ability to communicate based on the definition
of Sij in Eq. (14), Eq. (15)

of the previous section. The implementation of the labeling algorithm remains
the same, however, for practical reasons some small changes have been made.
As there is no visualization of the agents moving between contexts each agent
is simply assigned to a context for a number of simulation steps. The number
of simulation steps the agent remains in the context is chosen randomly in the
range 2 − 10. Once assigned to a context the agent starts to communicate name
information and update name parameters as described in section 3. The parame-
ter α of Eq. (7), (8) used in the update of the weights ωk

ij is set to 0.1. In the case



An Unsupervised Learning Paradigm 217

of the small scale simulations the convergence results were presented in terms of
simulation steps which allows the relative speeds of convergence to be compared.
In the following simulations we use a different measure of convergence time. The
convergence time is measured as the average number of visits the agents make
to a context. We define a convergence time Rj for each context j as

Rj =
1
P

P∑
i=1

Vij , (16)

where once again P is the total number of agents in the simulation. Vij is the
total number of times agent i has visited context j at the first time when all
agents have the same name Sj = Sij ∀ i for context j. The definition of Sij

in Eq. (4), (5) is used. Hence Rj is a measure of the average number of visits
agents make to context j until the state is reached where every agent has the
same name for that context. The average convergence time over all contexts for
a simulation, denoted by R, is defined as

R =
1
M

M∑
j=1

Rj , (17)

where once again M is the total number of contexts in the simulation. Figure 5
shows R plotted against log10(P ) of different numbers of agents P in the range
[10, 10000]. Each line plot represents R v′s log10(P ) for the same number of con-
texts. The 5 line plots respectively illustrate the results for M = 5, 10, 20, 50, 100.
In fact each simulation with a given number of agents and contexts was repeated
5 times and the value of R that is plotted is the average taken over the 5 sim-
ulations. Based on this result the curves exhibit some interesting behavior and
each curve could be considered as consisting of two parts.

If M � P or there are significantly more agents than contexts the curves
seem quite linear. It also appears that independent of the number of contexts
the curves have a similar slope. For M ≥ P a curve’s characteristic changes and
R increases dramatically as the number of agents decreases below the number of
contexts. Not plotted here is the value of R ≈ 93 for P = 10 and M = 100. So
for example in the case of M = 20 contexts and P = 10 agents then R = 14.94.
Keeping 20 contexts and increasing the number of agents to 100 causes R to drop
to 5.2. Increasing the number of agents from 100−10000 gives an approximately
straight line with R = 7.23 for P = 1000 and R = 8.99 for P = 10000. In this
case the value of R increases by a factor of less than 2 while the number of agents
increases by a factor of 100. This result would indicate that the characteristics
of R are more dependent on the ratio P/M rather than the absolute values of
M or P .

Intuitively the result of the simulation seems reasonable. One of the basic
assumptions of the algorithm is that agents find themselves in contexts along
with other agents. It is only by sharing information on labels that the names used
by agents for a context can converge to the same name. In the case where P < M
and where there is equi-probability of an agent being in a context at any time
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Fig. 5. A plot of the average convergence time R (Eq. (17)) versus log10(P ) with P .
Each of the 5 lines is a plot for a different number of contexts M .

it is likely that an agent will find itself alone in a context. Hence agents have to
visit contexts more often before eventually occupying the same context as other
agents. On the other hand for M > P the chances of several agents occupying the
same context at the same time increases. This in turn facilitates the exchange of
information and hence should speed up the convergence. Increasing the absolute
number of agents should however act to increase the value of R. From a practical
point of view it is reassuring that these results indicate the increase of R is linear
with the logarithm of P for M < P . At least if R was directly proportional to P
the method for labeling contexts described here would probably not be feasible
in any sort of real-world application.

5 Modeling, Simulation and the Real-World

In this work we have raised the issue of naming and labeling locations and in the
more general case contexts in a mobile environment. It is clear that this issue
needs to be addressed in order to allow for the communication of location or
context information in real-world applications. We have presented a basic model
consisting of agents moving between contexts in a random fashion and commu-
nicating in an ad-hoc, peer-to-peer fashion. Based on this model we proposed a
method using a general unsupervised learning algorithm which we claim would
allow the agents to arrive at a consistent naming of the contexts. Simulating this
simple model in an essentially perfect-world we have shown that the proposed
labeling method does work in a reasonable manner. This is not to say that the
model presented corresponds to the real-world, as it clearly does not, or that the
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proposed naming method would work in a real-world model or in the real-world
itself. In the same way that we expect the model should be adapted to more
closely reflect real-world characteristics we do not consider the naming method
as fixed and it can also be adapted to handle the increased complexity of the
real-world.

In the simulation the updating of the agents has happened at every simulation
step. In a real-world application the question is how much time, for example min-
utes or seconds, does a simulation step correspond to? In fact a simulation step
would probably not need to be reproduced in a real-world application. Rather
the application would be event driven. For example when an agent establishes
a new connection the exchange of information and name updates would occur
only once. Consecutive repetitions of the updates in Eq. (7), (8) as happens in
the simulation would be achieved in the real-world in a single repetition by in-
creasing the value of α. Once again the most important factor in determining the
context names is the relative value of the weights ωk

ij rather than their absolute
value. Of course agents would need to check periodically to see which agents are
in their immediate vicinity.

The model does not take into account how real-world contexts may not be
so well defined, even in the case of location. For example as explained in [12]
when standing in exactly the same position at the boundary between two GSM
network cells the location as defined by the Cell ID can fluctuate depending on
environmental conditions. This could result in a group of agents physically beside
each other but fluctuating between being in the same and different locations or
Cell IDs. How does the naming method react in this situation, would it converge?
The definitive answer would be found by modeling and simulating the situation.
Our conjecture is that each agent would end up with the same name associated
with each of the two Cell IDs.

Earlier we referred to high and low-level contexts which in terms of of loca-
tion could be interpreted as a problem of resolution. GPS has a much higher
resolution than Cell ID so a group of agents with GPS would be better able to
distinguish different locations. In the case of a mixed group of agents some with
GPS enabled devices and others only with Cell ID capability what would hap-
pen, which names would the labels for the contexts converge to? Intuitively all
agents would probably end up with several names for the same location whether
determined by GPS or Cell ID. This assumes of course that the name method is
not changed. One option would be to introduce some form of hierarchical struc-
ture into the list of names associated with a given location or context which in
turn would have an affect on the means of communicating name information
between agents.

In conclusion the model, simulation and naming method described here serve
primarily as an initial investigation of how unsupervised methods can be used
in the naming and labeling of locations or contexts. This study raises as many,
if not more, questions than it answers. Future work will concentrate on bringing
the model and simulation closer to the real-world and adapting the unsupervised
learning method to cope with the extra complexities that this entails.
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6 Conclusion

The mobile device is set to become the pervasive device of the future. With the
range of technologies available it will become an increasingly complex device to
use and benefit from. Context awareness is one means of helping users to ben-
efit from that which the device has to offer. Unsupervised learning of contexts
has many advantages but has no means of communicating context related in-
formation between devices because it has no defined way of naming the learned
contexts. The method we have proposed allows names to be assigned to con-
texts in a consistent manner across devices allowing for the communication of
context related information. It also allows for communication between devices
using approaches to context awareness, other than unsupervised learning, such
as ontologies.

The one enabling technology required to achieve this is the ability for devices
to make short range wireless connections, using for example Bluetooth. The
assumption in this case is that devices in close proximity, what ever the means of
defining the context, are in the same context. Simulations of the context naming
paradigm indicate its feasibility for use in a mobile environment, requiring small
memory and computational resources. The final proof of concept will be tested
with real devices and users.
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Abstract. We describe an application used to share context and build common 
ground between nearby users.  Our application runs on mobile devices and al-
lows users securely to exchange the contents of their address books. This ex-
change reveals only which entries are common to the two users.  We explore 
the use of our application using both Bluetooth and NFC as an underlying  
technology. Finally, we present the results of a small user study we have  
conducted. 

1   Introduction 

A frequent activity amongst people who meet for the first time is the establishment, 
and subsequent refinement, of common ground [3].  When we meet someone we do 
not know, we often try to establish whom and what we have in common.  This shared 
knowledge, referred to as common ground, is used to frame our communication. In 
this paper we describe a mobile application that facilitates the process of sharing and 
establishing common ground between people within physical proximity.   

A number of similar systems have previously been developed, but we feel they are 
overambitious in their design; they try to replace, rather than assist, the human ability 
to communicate with other humans within physical proximity.  Our system does not 
aim to strengthen the social bonds within communities, nor to provide its users with 
new friends; these are things that still need to be done by humans.  Our aim is to assist 
users in building common ground by means of identifying shared context.  There are 
of course many different elements of common ground or shared context.  For our pur-
poses in this paper, the shared context is already stored in users’ address books: whom 
they know. Using our application, two users can identify their common address book 
entries. 

In this paper we explore the implementation of our system with two proximity-
based technologies: Bluetooth and Near Field Communication (NFC)1.  Because of 
their differences, these two technologies offer distinct social affordances to users, and 
allow for different uses of our application.  Specifically, Bluetooth systems can act as 
a first point of contact, while with NFC this is not the case.  We also present our  
                                                           
1 See http://www.nfc-forum.org 
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findings from a small user study.  Our results point to the perceived utility of our ap-
plication, and highlight the differences in the underlying technologies as a crucial 
factor in shaping users’ experience and use. 

In Section 2 we present related work in this area, and in Section 3 we describe the 
motivation and theoretical background which informed the development of our  
system. In Section 4 we describe two different versions of our system, based on Blue-
tooth and NFC respectively.  Here we describe the implementation process, and high-
light the technical implications of our theoretical motivation.  Finally, in Section 5 we 
discuss the results of a small user study we carried out to compare the two systems, 
and the feedback we obtained from users. 

2   Related Work 

A number of systems have been developed that aim to socially engage and connect 
their users.  Most common are online web portals such as Friendster.com and 
Match.com.  Such systems typically allow users to upload their profile and search for 
others with similar profiles or specific criteria.  These portals are only available on-
line, and are thus suitable for computer-mediated communication rather than face-to-
face, co-located interactions. 

An interesting category of systems is based on the notion of familiar strangers [12].  
One such example is Jabberwocky [15].  This application continuously scans the envi-
ronment for other Bluetooth devices, and gradually builds a visual map of the familiar 
strangers that the user encounters.  Although Jabberwocky mainly shows graphical 
information about nearby devices, users can gradually get a feel for the environment 
around them, and the people next to them. The Telelogs application [6] takes a further 
step in allowing for interactions between familiar strangers.  This system allows pro-
files in the form of auditory blogs to be shared between familiar strangers.  If two 
people encounter each other more than once, they obtain access to each other’s most 
recent voice blog entry.  This information allows strangers to gradually get to know 
each other.  The information delivered with this system depends on the sender or 
broadcaster of the Telelogs.  Crucially, this means that the information could poten-
tially be irrelevant to the recipients.  Additionally, users need to record new audio 
blogs daily in order to keep their profile up to date. 

An interesting application which makes use of implicit user input is ContextCon-
tacts [16].  This application allows for presence and context cues to be shared between 
users over the network.  ContextContacts is used between people who already know 
each other.  Information such as location, time spent there, state of the phone (ringer, 
vibrator), and number of friends or strangers nearby is shared via servers over the 
network.  This application acts very much like instant messaging applications, and is 
aimed at enhancing the communication between friends across distances. 

A system which tries to bridge the gap between online services and local interac-
tions is BlueAware [8].  This system runs on mobile devices and scans every 5 min-
utes for nearby Bluetooth devices.  When it detects a new device, it sends the device’s 
BTID to an online server.  The server carries out a comparison between the two users’ 
profiles.  If there is a match, the server sends both users an alert, along with the photo 
of the other user, their commonalities, as well as contact information.  An issue with 
this system is the need for establishing communication links with an online server and 
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service. Also, the recipients of an introductory message are not informed whether or 
not the other user has been made aware of the receiving message, or if in fact the 
other person is still in their vicinity.  This system, however, remains an interesting 
adaptation of online dating services to local situations. 

The need for an online third party is overcome with Nokia’s Sensor2 system.  This 
system allows users to broadcast their profile locally using Bluetooth.  Users can ac-
tively search for Sensor-enabled phones around them, and can view others’ profiles as 
well as engage in text-based conversation.  With Sensor, users engage in direct and 
live interactions, but the problems of the broadcast model associated with Telelogs 
apply here.  Also, Sensor relies on explicit input for providing an up to date profile of 
its user.  Despite its commercialisation, Sensor does not appear to have successfully 
penetrated the market. 

A similar system is Bluedating [2], which works by storing dating profiles on us-
ers’ mobile devices and then uses Bluetooth to discover and transfer profiles found on 
nearby devices.  All matching is performed on the mobile device therefore avoiding 
the need for a central matching service.  Similar to Nokia Sensor, this system relies on 
users’ explicit input for updating their profile.  Additionally, the broadcast nature of 
this system leaves room for potential abuse by users.  Finally, the system does not 
guarantee that both users will be aware of the matching. 

Many interesting systems have been developed to date, but we feel that most of 
them fall short of their own expectations.  A number of factors contribute to the ap-
parent difficulty in socially engaging friends or strangers via the use of technology.  
These factors include:  

• the complexity of the technology involved, which can act as a barrier rather than  
an enabler  

• the sometimes irrelevant information being broadcast by users 
• the potential for abuse 
• the outdated information presented in users’ profiles 
• the possibly inconsistent levels of awareness between the users 
• the social awkwardness of being introduced to a nearby person via a non-human 

entity. 

These are issues which we have attempted to address in the design of our applica-
tion.  We now proceed to describe the motivation and background to our application. 

3   Motivation and Background 

3.1   Building Common Ground 

Part of the work of getting to know someone is in determining and constructing 
shared knowledge, assumptions and beliefs.  Stalnaker [18] coined the term common 
ground to include shared or mutual knowledge, assumptions and beliefs, while Clark 
[3] presents an extensive body of work on the construction of common ground in  
language use. However, Clark [4] identifies language use, and its reliance on common 

                                                           
2 See http://www.nokia.com/sensor 
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ground, as just one example of the more general notion of a joint activity.  Other ex-
amples of joint activities are playing music together, working on a shared drawing, 
dancing, playing games, and using technology together.  Successful collaborative 
activities both depend on and contribute to the construction of common ground. 

 Clark and Marshall [5] proposed that “very often mutual knowledge is established 
by a combination of physical or linguistic copresence and mutual knowledge based on 
community membership” (p.41).  Later, Clark [4] refined this proposal to two main 
types of evidence used in constructing common ground:  

(i) evidence of common membership of cultural communities;   
(ii) joint perceptual experiences and joint actions. 

Evidence of common membership of cultural communities and associated assump-
tions (such as universality of particular knowledge within the community) leads to 
communal common ground, while joint perceptual experiences, joint actions and as-
sociated assumptions (such as rationality and shared inductive standards) leads to 
personal common ground.  Personal common ground is specific common ground es-
tablished amongst people who share a joint experience.  However, their assumptions 
of rationality and shared inductive standards depend ultimately on their previously 
established communal common ground. 

Our premise is that effectively to facilitate co-located social interaction, it is best to 
assist, rather than to replace, human capabilities.  This is a well established HCI prin-
ciple [e.g. 7].  Our fine-tuned human communication capabilities can only be hindered 
if we introduce cumbersome devices and mechanisms aimed at carrying out commu-
nication on behalf of humans.  This is evident in the numerous systems already devel-
oped.  Fundamentally, we still need to establish eye contact, body language and  
verbal communication [9, 13].  Technology, we maintain, should be focused on assist-
ing where the advantages over “manual” mode are clear. 

In this respect, the construction of common ground is an aspect of social interac-
tion that may lend itself to technological assistance.  The most important basis for the 
construction of common ground, evidence of common membership of cultural com-
munities, is often difficult to establish.  Every day, we implicitly and explicitly pro-
vide such evidence to others through our appearance, the ways we dress, our language 
and accent, and in many other ways.  Yet there are no such commonly used indicators 
for one critical aspect of our membership of cultural communities: whom we know.  
Often, this evidential basis for communal common ground is built up serendipitously 
and we may take moments or years to discover that we have a friend in common. 

3.2   Locally Sharing Address Book Information 

Our application uses Bluetooth, NFC and mobile device address books as a means of 
locally sharing context for a number of reasons.  Increasingly, through our use of mo-
bile devices such as smartphones, we carry around with us a large body of evidence of 
our membership of cultural communities, in a form that is accessible by us and poten-
tially by others.  A contacts or address book on a mobile device stores details about 
the people we know and often includes implicit and explicit information about which 
cultural communities we share with them.  The information stored in address books 
describes our family, friends, colleagues and institutions that have been meaningful 
enough to us that we have stored them. 
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Our use of mobile device address book data seeks to provide the first of Clark’s [4] 
evidential bases of common ground: common membership of cultural communities.  
Our use of Bluetooth and NFC as the data sharing technologies seeks to provide the 
second: copresent joint actions and joint perceptual experiences.  In Figure 1 we 
show how our system relates to the identification of communal common ground, and 
the generation of personal common ground. 

Joint activity including
 use of technology 

(Bluetooth  & NFC)

Use of our application
(identify shared contacts)

Memberships and 
assumptions

Memberships and 
assumptions

Communal
common
ground

Joint
activity

Personal
common
ground

 

Fig. 1. Our application helps users identify their communal common ground (top half) by help-
ing them identify whom they know in common.  The copresent use of the enabling technology 
(Bluetooth and NFC) supports the creation of personal common ground (bottom half). 

Both Bluetooth and NFC rely on physical copresence for communication – they are 
proximity-based, rather than location-based, communication channels – and both rely 
on enabling actions performed by the users.  However, both the physical range of 
communication and the joint enabling actions are very different between Bluetooth 
and NFC.  These differences and their influences on the utility, usability and accept-
ability of our application is an exciting research issue raised by this work. 

There are other advantages to our choice of mobile device address books.  Particu-
larly in the case of mobile phones, address books are used extensively and frequently.  
Hence, address books are typically well maintained by users.  By drawing on address 
book information, we are making use of implicit user input, reducing the burden of 
having explicitly to enter and update information specifically for our application.  
Thus, we overcome the problem of outdated profiles that seems to deter the use of 
similar systems. 

Also, the information stored in address books (i.e. telephone numbers and email 
addresses) is effectively unique in identifying a person or entity.  This feature lends 
itself to comparison and matching.  Furthermore, our encryption scheme is based on 
this uniqueness. 

Because users share common information only with others who are physically lo-
cal, this is a convenient way of addressing the problems associated with a broadcast 
model (swamping users with irrelevant information).  
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Finally, we felt that this application could potentially be controversial; after all, ad-
vertising and broadcasting one’s own address book is not commonplace. We are in-
terested in developing such provocative applications as a vehicle for probing and better 
understanding users’ attitudes towards social technology and pervasive computing. 

3.3   Security and Privacy Concerns 

From the outset of this research, we were aware of potential privacy concerns.  In our 
system, we decided to address two main privacy concerns in relation to exchanging 
address books: 

• Can others gain access to all of my address book entries? 
• Even though I have a contact in common with another user, I may want to hide 

this fact. 

The first concern relates to the fact that our application transmits the whole address 
during an exchange process.  This raises the issue of how much of this information 
can be read by the receiving party.  We address this concern by employing a one-way 
hash function using an SHA-1 algorithm (as defined in FIPS PUB 180-1)3.  This gen-
erates a digest for each entry in the address book, which cannot (easily) be reverse 
engineered to retrieve the original piece of information.  An exchange, therefore, in-
volves generating digests for each entry in the address book (name, phone, email) and 
transmitting every digest.  On the receiving end, the device generates digests for each 
of its local entries, and compares the local digests to the received digests.  Since local 
digests can be traced back to their source, the receiving party can associate local in-
formation with received digests. 

The result is that if both Alice and Bob have Peter’s phone number, Alice will be 
shown only her local information about Peter (e.g. “Peter (Husband)”), which may be 
different to what Bob sees (e.g. “Peter (Coach)”).  This encryption scheme, therefore, 
can reveal the common entries (such as a phone number) with another user, while 
displaying to each user only the information that user already had about the entry.   

Another concern relates to the fact that a user may wish to hide their relationship 
with certain individuals.  Sharing “too much” context could lead to potentially awk-
ward, or even harmful situations.  We addressed this issue by drawing on the informa-
tion classification presented in [14].  Based on this work, users can classify entries in 
the address book as belonging to the public or private sphere.  

In our system, private entries are completely hidden from all operations of our sys-
tem.  This means that private entries are neither transmitted nor used locally to check 
for matches with received digests.  On the other hand, public entries are always used 
in the exchange process.  By default, new entries are private. 

                                                           
3 For the SHA-1 standard, see http://www.itl.nist.gov/fipspubs/fip180-1.htm 
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3.4   Technological Affordances 

There are a number of technologies that could be used for carrying out the digest ex-
change.  Such technologies include SMS, MMS, Infrared, HTTP/Web, GPRS, WiFi, 
Bluetooth and NFC. We decided to implement our application using Bluetooth and 
NFC for a number of reasons. 

First, both Bluetooth and NFC are proximity-based technologies; thus, communi-
cation taking place with these technologies has to be between nearby users.  This was 
an important feature, as we were interested in supporting the construction of common 
ground between users having copresent interactions. Additionally, both of these tech-
nologies support true peer-to-peer interactions, as opposed to server-based interac-
tions.  This aligns the technological interactions provided by our system more closely 
to the copresent interactions of users. 

Despite their similarity in being proximity-based technologies, Bluetooth and NFC 
support very different social interactions.  Bluetooth, on the one hand, allows for in-
teracting with someone across the room or train carriage.  Depending on the class of 
the Bluetooth device, this can be up to 10, 100 or 250 metres.  On the other hand, 
NFC requires that the two devices are physically within 2 cm of each other.  This dif-
ference in range plays a crucial role in the affordances of the technologies, and the 
interactions they can support. This is a dimension we were interested in exploring, 
and these differences were observed in our study. 

With Bluetooth, two people can use our application without having established 
prior physical communication (in the form of eye contact, body language, or verbal 
communication).  On the other hand, the use of NFC requires that the users and de-
vices enter each other’s “intimate zones” [10]. For this to take place, users will almost 
certainly have established some form of previous physical communication. Thus, al-
though Bluetooth and NFC are both proximity-based peer-to-peer technologies, their 
affordances in relation to our application are very different. With Bluetooth, our sys-
tem may be used without prior physical communication. In this case, communication 
will be between strangers.  With NFC, our system almost certainly will not be the first 
point of contact.  In this case, communication will be between people who have already 
communicated at least to the extent of allowing intrusion into their intimate zones. 

Also, the different ranges of Bluetooth and NFC create two different models of  
interaction between the users. Using Bluetooth, users need verbally to negotiate and 
coordinate their efforts to exchange data.  With NFC, users have the cue of physically 
touching their phones. This tangible interaction is an explicit action which synchronises 
both the data exchange between devices and the coordination process between the users. 

3.5   Interaction Design 

In addition to the restrictions imposed by technology, the interface of our system en-
forces certain rules in the underlying social interaction model.  These rules are consis-
tent between both the Bluetooth and NFC versions of our system. These are: 

• An exchange is always two-way. 
• No exchange can take place without explicit input from both users. 
• The received digests are discarded after the comparison. 
The first feature is used to ensure reciprocity in the social interactions.  Reciprocity 

has been shown to have a positive effect on human-human and human-computer in-
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teraction [e.g. 17]. By requiring both users to exchange address book digests, we en-
sure the presence of reciprocity. 

The requirement for explicit user input is used to ensure that both parties are aware 
of the exchange taking place.  This avoids the problems inherent in systems like 
BlueAware where users may not be aware of the interaction taking place.  Addition-
ally, it also avoids unwanted interactions and potential privacy breaches.  In the case 
of Bluetooth, this could be a potential threat of unwittingly broadcasting information.  
In the case of NFC, this could accidentally happen in situations such as in a crowded 
bus, where people stand close to each other and have their phones in their pockets. 

Finally, by discarding the received digests, our application reflects the ephemeral 
nature of social interaction.   This is a concern which has been shown to be of impor-
tance to users [1].  Obviously, this restriction can easily be lifted, as one could  
develop a similar system that actually records the received digests.  These could po-
tentially be used for future reference — for example, being alerted that the contact 
you just added exists in a previously received digest.  Additionally, by collecting a 
large number of digests, one could start building up a model of the social network 
represented in the digests.  Despite these potential uses however, we felt that the per-
ceived ephemeral nature of social interaction is a key aspect, and so we opted to pre-
serve it in the current version of our application.  Not recording the digests also avoids 
potential problems of received digests becoming outdated.  As noted in Section 2, our 
use of implicit input in the form of address book entries addresses the problem of keep-
ing information up to date.  But this is undermined if digests are kept by a  
receiving user since updates made in the sender’s address book after the synchronisa-
tion will not be reflected in the digest. 

4   The Address Book Application  

Our system runs on mobile devices with J2ME, such as phones and PDAs, and al-
lows users to encrypt and exchange address book information.  This includes 
names, phone numbers, and email addresses stored in users’ mobile devices.  For 
our prototype, these were stored directly in our application instead of tapping into 
the phone’s native address book.  Accessing the phone’s native address book was 
not possible across all the devices for which we were developing, but is becoming 
increasingly achievable as J2ME is upgraded and phones are changed.  Before a 
data exchange takes place, our system performs a one-way encryption (digest) of 
every entry in the address book. This ensures that the two-way exchange can reveal 
only information that is common to the users. Additionally, users have the option of 
identifying certain entries as “Private” (as opposed to “Public”) thereby withdraw-
ing them from the exchange process. 

The functionality of our system is shown in Figure 2.  We developed two ver-
sions of our system - one using Bluetooth (on a Nokia 6680) and one using NFC (on  
a Nokia 3220 with NFC shell). Unfortunately a phone with both Bluetooth and NFC 
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Fig. 2. Alice and Bob exchange digests of their address books.  They then compare the received 
digests with their local digests to identify matches.  Alice is then shown her local information 
linked to the matches, and so is Bob.  The displayed information is not necessarily identical. 

is not yet available. The interface functionality was the same across both systems, but 
each device rendered the interface components differently. This is a feature of J2ME 
over which we had no control. 

4.1   The Encryption Scheme 

We utilised the SHA-1 algorithm for generating the digests.  Our implementation was 
based on Sam Ruby’s port of SHA-1 to J2ME4.  Our encryption scheme works as 
follows.  Each device generates digests of all its address book entries.  These digests 
are locally concatenated into one long string which is exchanged with the other de-
vice.  Each device then generates a digest for each local entry, and searches for it in 
the received digest.  If the local digest is found in the received digest, this means that 
the local entry also exists on the remote device.  At the end of this process, the device 
displays a summary of the matched entries. 

One obvious problem with this scheme is that string matching needs to be exact.  
For instance, a telephone number such as +1 123 1234567 would not match the num-
ber 123 1234567.  This is because the digests of each number would be different.  
This issue can be addressed by a filter which turns phone numbers into a uniform 
format before encryption.  The same problem applies to names.  For instance,  
“Dr. Alice” would not match “Alice”.  This, however, is not such a problem with 
email addresses, as they tend to be recorded without variations. 

A brute-force attack could decrypt the transmitted digests.  This is because the full 
strength of the encryption algorithm is not utilised, as the input strings are actually 
smaller than the generated digests.  Prior to encryption, each string is appended with 
padding bits, as described in the SHA-1 standard.  The number of combinations that 
would have to be tried are in the range of 35^(length-of-data).  Thus, a digest of a 10 
digit number would require approximately 2.75e+15 comparisons.  Effectively, criti-
cal information should not be shared using our application (either by not including it 
in the address book, or by marking it as Private). 

                                                           
4 See http://www.intertwingly.net/blog/2004/07/18/Base64-of-SHA1-for-J2ME 
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4.2   The Bluetooth Implementation 

The Bluetooth and NFC versions of our application have the same hashing and match-
ing functionality. Their differences lie in the communication protocol, and the required 
user actions to initiate the communication. Our Bluetooth application (Figure 3) runs as 
a multi-threaded application. It can serve and respond to Exchange requests from 
nearby peers, together with performing exchange requests on behalf of the user. Our 
application exposes a proprietary Bluetooth service for carrying out the address book 
exchange. Note that private entries are indicated with an exclamation mark. 

To perform an exchange over Bluetooth, the user first selects the “Exchange” op-
tion causing the application to perform a Bluetooth inquiry scan that discovers all 
Bluetooth devices situated within close proximity to the user. Once discovered, all 
devices are listed by their Bluetooth defined names.  The user can then select the de-
sired device name to initiate the exchange process. This name identifies who the user 
 

 

Fig. 3. Using Bluetooth, a user needs to activate the exchange mechanism (photos 1 to 4).  The 
other user is alerted to the request for exchange (photo 5).  If the user agrees, the phones carry 
out a two-way exchange of digests.  Upon successful completion of the exchange, the phones 
present the common entries (photo 6). 
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will interact with.  This name is customisable by the owner of the device, and sample 
names include “John’s phone” and “Nokia 6680”. 

Once a connection has been established, the application determines whether the pro-
prietary service is available on the target device; if so, an exchange is attempted causing 
an alert message to appear on the remote device. Essentially, this message acts as a 
prompt allowing a user to participate in an exchange with the requesting device; if the 
user accepts, a mutual exchange of the address books is performed over Bluetooth based 
RFCOMM channels.  Upon a successful exchange, both devices display the matches. 

4.3   The NFC Implementation 

Near Field Communication (NFC) is an RFID based communication protocol targeted 
at mobile devices.  A number of companies are members of the NFC Forum, and 
NFC-enabled devices are beginning to emerge in the market.  NFC allows for  
communication between devices and tags with a range of approximately 2-3 cm. En-
visioned applications for this technology include mobile ticketing, physical hyperlink-
ing, secure purchasing, and service discovery. 

The initial concept behind NFC was for devices to establish a trusted connection 
due to the physical limitation of the protocol’s range.  This connection would then be 
used to negotiate a long-range protocol, such as Bluetooth or WiFi.  Thus, it was en-
visioned that two users could physically touch their laptops to establish a trusted WiFi 
connection (via an NFC negotiation), or touch two phones to establish a trusted Blue-
tooth connection (again via an NFC negotiation).  The other proposed use of NFC was 
for users to touch their phones on a tag in order to receive information about an arte-
fact or service associated with the tag.  Our use of NFC for peer to peer device com-
munication is quite different to the intended uses of NFC, and in this sense is novel. 

We developed our application on a Nokia 3320 NFC-enabled phone.  Development 
was done using the Nokia J2ME NFC SDK.  Additionally we used the Nokia UI API 
Extension For Nokia 3220 Lights to employ the lights and vibrator of the phone as a 
means of user feedback.  The hashing and matching functionality is identical to that 
used with the Bluetooth system. 

The first obstacle we had to overcome with NFC was that users could not easily 
use their phone’s keypad while touching another phone.  This meant that our system 
could not ask for user input while an NFC communication was taking place. Addi-
tionally, we found that users could not easily read the phone’s screen while touching 
another phone; this meant that we had to use the phone’s lights and vibrator to notify 
users of the progress and status of the exchange. 

A minor problem was the fact that when the battery level dropped below approxi-
mately 20 percent, the operating system did not allow for connections to the NFC 
hardware.  This caused inexplicable behaviour by our software, as exceptions were 
raised for no apparent reason. 

Another problem we faced was that, currently, NFC does not allow for a direct com-
munication channel between devices.  Existing phones have an NFC reader which can 
also emulate a tag.  Therefore, two-way communications are made slow because to 
switch from receiving to sending data, a device must alter its hardware configuration 
from acting as a reader to emulating a tag, and wait for the partner device to read the 
information. This means that, effectively, two-way protocol exchanges are slowed. 
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One way of carrying out the two-way digest exchange would be to have two inter-
face options: “Send information” and “Receive information”.  This would make the 
NFC exchanges themselves very fast, but would require extra user input as well as 
physically separating and retouching the phones. 

Our solution was to have only one interface option — “Exchange”.  Both users had 
to select “Exchange”, and then touch the devices.  At this stage, both devices would 
be attempting to send as well as receive information.  What happens in practice is 
that, apparently randomly, one of the two devices succeeds in transmitting the data 
first.   At this stage, the devices have to rediscover each other (whilst still touching) 
and carry out the second part of the exchange.   

In short, the use of our NFC system is as follows: both users issue the exchange 
command. At this stage the phone lights glow orange to indicate the discovery stage.  
The users then touch their phones for 5-7 seconds, during which time the phone lights 
blink red to indicate communication.  Finally, the users are notified by a vibration and 
green blinking lights that the exchange was successful.  Any matches then appear on 
the phones’ displays. 

1 2 3

4 5 6

7  

Fig. 4. Using NFC, both users need to activate the exchange mechanism (photos 1 to 3). The 
users place the phones next to each other, and wait for the exchange to take place (photos 4 to 
6). The phones then display the common entries (photo 7). 



234 V. Kostakos, E. O’Neill, and A. Shahi 

5   Results of a User Study 

We have so far carried out a limited user evaluation of our application with five par-
ticipants. Our study was a probe aimed at getting some initial reactions and feedback 
from users.  Specifically, we were interested in observing instances of joint activities, 
which in turn could lead to the establishment and construction of common ground. 

Each trial involved one participant and one of the authors, and all participants used 
both the Bluetooth and NFC systems. The participants were undergraduate students at 
our university, aged 18-24, and they did not receive any financial compensations.  All 
participants previously owned mobile phones for more than one year.  

We gave each user a phone and explained to them how the system works.  For 
training purposes, we asked them to enter some names, numbers and emails into our 
application.  This helped users get acquainted with the phone itself as well as our ap-
plication.  We then carried out the exchange of digests.  We repeated the same process 
with the second system.  We observed users during the trials, and all users were asked 
open-ended questions about the systems and their impressions and attitudes. 

With the NFC system we observed limited usability of the phone during NFC 
communication.  This observation confirmed our predictions during the design proc-
ess.  Additionally, we had to explain to the participants that the purpose of our system 
was not to exchange phone numbers.  All our participants commented that the NFC 
technology would be very useful for simply exchanging phone numbers. This appears 
to be a user requirement which currently is not effectively addressed by mobile 
phones.  

All participants mentioned that identifying common contacts is something they of-
ten do with new acquaintances.  They claimed that our system could help them in this 
process.  Two claimed that the trial setting was not very realistic, and that they would 
have liked to try the system with their full address books, as well as trying it out with 
their friends.  This suggests that in addition to exploring common contacts with new 
acquaintances, users would try to do the same with people they already know well.  
This reflects our observation that without this kind of technological aid we may take 
years to discover that we have a friend in common. 

Participants appeared to prefer the NFC application for face to face interactions.  
When asked to elaborate on this, they claimed that it was easier to carry out the ex-
change using the NFC system because it involved fewer steps.  One participant pre-
ferred the Bluetooth system, claiming that it would be useful in getting to know new 
people.  However, one participant claimed that she would be very reluctant to respond 
to Bluetooth exchange requests from someone unknown.  She claimed that with Blue-
tooth everyone could “see” her, while with NFC only friends could “see” her. 

Our trials highlighted the importance of the underlying technology in establishing 
common ground.  In Section 3.1 we identified joint experiences as a primary basis for 
the construction of common ground.  Our observations suggest that NFC provides a 
much stronger joint experience because of the physical act of touching the phones.  
This is symmetric between users, and they receive the same feedback from the 
phones.  With Bluetooth, the joint experience is not so strong; Bluetooth technology 
imposes a request-reply model, which makes the experience asymmetrical.  Further-
more, there is little or no physical interaction using Bluetooth. 

From our discussions with participants, we conclude that both systems can be use-
ful in certain situations,  their usefulness relating to the affordances and limitations of 
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the two technologies.  The choice of Bluetooth or NFC for exchanging address books 
depends on the type of experience that a user wants.  Bluetooth will be preferred in 
situations where the user wants to meet or “discover” someone new.  Another poten-
tial benefit of Bluetooth is that it does not give away strong physical cues, so users 
seeking to remain “hidden” will prefer Bluetooth.  NFC may be preferred if the users 
are having a face to face conversation and are close enough to touch their phones.  
Additionally, the joint physical experience and ease of interaction when using NFC 
makes it preferable to use when the users are very proximate and have already estab-
lished the common ground necessary to permit intrusion into one’s intimate zone of 
very close proximity. 

Crucially, however, the technology itself has an effect on the joint action experi-
enced by users.  NFC provides a much more engaging physical experience, which is 
reinforced by the symmetry of users’ physical actions.  This fosters the establishment  
of common ground. Conversely, Bluetooth’s weak and asymmetrical physical user 
actions contribute less to the construction of common ground.  In Table 1 we provide 
a summary of the lessons learned from the evaluation of our system. 

Table 1. Lessons learned from our evaluation of the address book application 

        Bluetooth  NFC 

• Could be useful for getting to meet 
strangers 

• Users reluctant to respond to re-
quests from unknowns 

• Does not give away physical loca-
tion of user 

• Weak joint experience 
• Request - reply model 

• Limited usability when using the 
phone 

• Participants initially thought the 
system would exchange numbers 

• Preferred for face to face interac-
tion 

• Strong joint experience 
• Symmetric model 

6   Conclusions and Ongoing Work 

In this paper we describe a system that enables the sharing of context between users in 
physical proximity.  Drawing on our survey of existing systems, we identified a num-
ber of problems which we addressed in our design.  We utilise users’ address books as 
the source of context.  Using our application, two users are made aware of the com-
mon entries in their address books.  This informs the users of part of their shared  
context and reveals a critical aspect of their communal common ground.  We have 
implemented our system with two proximity-based technologies: Bluetooth and NFC. 

Our user study suggested a preference for NFC over Bluetooth for interactions with 
friends. This is due to a combination of the affordances of each technology. NFC  
offers synchronous reciprocity – making the same interface actions at the same time, 
simultaneously reaching out to each other, getting the same kind of feedback at the 
same time.  NFC also requires that the users feel comfortable with coming into each 
other’s intimate zones of very close proximity.  Bluetooth interaction is less synchro-
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nous and less reciprocal and requires no intimate proximity or tangible interaction.  
With Bluetooth you may not even be able to see or hear the other user. 

Conversely, our user study suggested a preference for Bluetooth over NFC for in-
teractions with strangers.  In this case, the very same affordances of the technologies 
make Bluetooth more appropriate than NFC to supporting the social processes in-
volved.  Strangers typically do not appreciate our intrusion into their intimate zones. 

Interesting distinctions appeared in relation to our theoretical motivations of sup-
porting the construction of common ground through evidence of shared community 
membership and joint actions and experiences.  The mutual identification of common 
contacts was intended to provide users with evidence of shared community member-
ship.  This is effective in the face to face situation (required by NFC and possible with 
Bluetooth) partly because the users are likely already to have some established com-
munal common ground that has brought them together in the first place.  It is also 
effective in a face to face situation because the users enjoy mutual knowledge that the 
contacts are common to both users.  In other words, each user not only knows that he 
shares contacts with the other, copresent user.  In addition, he knows that the other 
user knows that they share these contacts, and so on ad infinitum.  This mutual 
knowledge is the cornerstone of common ground [4, 11, 18]. 

In contrast, it can be less effective with Bluetooth when the users are not face to 
face, since the users may be completely unknown to each other and therefore lack 
previously established communal common ground.  It is also less effective when users 
are not face to face since they may not know with whom they have established a 
Bluetooth connection.  In this case, each user simply knows that he has common con-
tacts with someone in reasonably close proximity. He has no knowledge of which 
nearby people actually have the common contacts.  In turn, there can be no mutual 
knowledge, so a key component of common ground is missing. 

Our system has taken into account issues raised by previous “social software” ap-
plications.  Our user study has suggested some user preferences for one technology or 
the other depending on the situation and user desires, and indicates that users may 
find our system useful, although an extensive evaluation study is required to make 
any more definitive statements.  We are currently planning such a study.  We are in-
terested in exploring the use of our system in a more realistic environment, where 
users are shown actual matches from their own address books.  This would allow us 
to assess the impact of actual common ground between two users of our system. 

Another dimension we wish to explore is a comparison of the use of our system be-
tween friends versus new acquaintances versus strangers.  We are interested in identi-
fying situations were two friends or two strangers will feel comfortable enough to 
carry out a phonebook match.  Such an evaluation will have to take place in the field, 
in a setting such as a cafeteria or restaurant.  We also wish to explore further the im-
pact of the two different technologies on the use of our application, and gain a better 
understanding of the strengths and weaknesses of both Bluetooth and NFC in relation 
to face to face and proximate communication and interaction. 

Finally, the address book application can be augmented to handle additional  
types of information. For instance, by including company or university names, our 
system would indicate that the two users know people from the same organisation. 
Furthermore, our matching system can be adapted to handle different types of data 
which can also serve as indicators of common context.  For example, we can utilise 
schedule and calendar data to identify common free slots between users.  Another 
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example would be to identify common preferences, common Internet bookmarks or 
music that both users listen to. 
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Abstract. Evaluating the performance of a continuous activity recog-
nition system can be a challenging problem. To-date there is no widely
accepted standard for dealing with this, and in general methods and mea-
sures are adapted from related fields such as speech and vision. Much of
the problem stems from the often imprecise and ambiguous nature of the
real-world events that an activity recognition system has to deal with. A
recognised event might have variable duration, or be shifted in time from
the corresponding real-world event. Equally it might be broken up into
smaller pieces, or joined together to form larger events. Most evaluation
attempts tend to smooth over these issues, using “fuzzy” boundaries, or
some other parameter based error decision, so as to make possible the
use of standard performance measures (such as insertions and deletions.)
However, we argue that reducing the various facets of a activity system
into limited error categories - that were originally intended for different
problem domains - can be overly restrictive. In this paper we attempt to
identify and characterise the errors typical to continuous activity recog-
nition, and develop a method for quantifying them in an unambiguous
manner.

By way of an initial investigation, we apply the method to an example
taken from previous work, and discuss the advantages that this provides
over two of the most commonly used methods.

1 Introduction

As research interest into recognition of user activities, and more generally user
activity, continues to grow, so too does the demand for standard methods of
evaluating and comparing performance of the different approaches. There are
two main criteria involved in the development of such methods. One is in es-
tablishing open datasets to be used as a benchmark, of which to-date work is
only just beginning.1 The second criteria, and the one which is the focus of this
1 For example, see the dedicated workshop on this topic at Pervasive ’04 [8].
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paper, is the issue of appropriate performance measures. While working on dif-
ferent recognition problems [23, 12, 16] and looking at related publications (such
as [18, 11, 21, 2]) we have found that existing evaluation measures, mostly taken
from related fields such as automatic speech recognition (ASR), information re-
trieval (IR), and vision related fields such as optical character recognition (OCR),
often fail to adequately reflect the specific problems of the activity recognition
task, in particular with the non segmented, continuous case.

The performance evaluation of a continuous activity recognition system can
be viewed as a problem of how to measure the similarity of two time series;
the similarity of a prediction sequence to its corresponding ground truth. In the
topic of activity recognition, these time series are made up of discrete events,
each representing a particular activity which the system is designed to recognise.
As such events are based on real world activities, or concern changes to a user’s
environment, it is often the case that they are of variable duration and have
ambiguous start and stop times. This can lead to events being detected some
time before or after they actually occur. It can also lead to single events being
fragmented into multiple smaller events of the same class; or, alternatively, the
merging of several real events into a single detected event.

Dealing with such traits poses a problem for satisfactory performance evalua-
tion. Using existing methods of evaluation, designers have the choice of making
a direct timewise (frame-by-frame) comparison of the ground and prediction se-
quences, thereby loosing information on the nature of events; or of performing a
comparison of the events, at the expense of loosing information on the timing.
In the later case, the definitions of the event errors - insertion, deletion, etc. -
is further complicated by how to treat events which are fragmented or merged.
Often the designer is forced to make a decision as to whether fragmented or
merged events are undesirable or not, whether to ignore them or to count them
as full inserted or deleted events.

1.1 Paper Contributions and Organisation

Our repeated encounters with such cases prompted us to investigate the problem
of finding suitable evaluation measures in continuous activity recognition. In
this paper we propose an alternative strategy for evaluation which combines the
strengths of several existing methods without throwing away critical information
that might be judged important by application developers wishing to use such
activity recognition systems.

The paper is divided into four main parts. In section 2 we motivate the work
by highlighting the problems of existing measures when used on a typical activity
recognition example, as obtained from an earlier published work. In section 3 we
provide a detailed analysis of these problems. Section 4 introduces our proposed
categorisation and error scoring methods to combat these problems. Finally, in
closing, we apply our methods to the original motivational examples, and use
them to fuel the discussion on how they might be used in practice.
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2 Motivation

As a motivation for this work, consider Figure1. Plot (a) is an example of output
from a multi-class, continuous activity recognition task which was carried out on
a mock assembly scenario in the wood workshop of our lab [23]. The plot shows
hand-labelled ground truth for five activities which we attempted to recognise
in this experiment: use of a grinder, file, screwdriver, vice and drawer. The time
where no relevant activity was performed is recorded as NULL. Plotted above
the ground truth are the recognition system’s predictions. This data is output
on a timewise frame by frame basis, with each frame being one second in length.

For most of the non-NULL activities, these prediction sequences seem to vi-
sually correlate well with the ground truth. There are few insertions and only
one completely deleted activity. Contrast this result with the middle(b) and
bottom(c) plots of Figure 1. A casual visual assessment might report, due to the
abundance of insertions in (b) and the heavily fragmented output of (c), that
this data is much poorer than that of (a).

2.1 Frame Based Analysis

When evaluating such data quantitatively, a standard practise is to make a frame
by frame comparison of the ground truth with the predictions. Counts of correct
and incorrect matches can then be tallied for each class and entered into a con-
fusion matrix [6]. From here a number of standard performance measures can be
calculated, the most common of these being accuracy (the overall correct rate).

However, when this analysis is performed on the examples, as shown in the
tables to the right of Figure 1, a somewhat unsatisfying result is obtained: they
all have identical accuracy. This result seems contrary to what observation tells
us. Furthermore, the confusion matrices for examples (a) and (b), simplified to
the summation of positive classes vs. NULL, are very similar and tell us nothing
about, for example, the prevalence of insertion errors in (b).

These results are not wrong - the numbers of frame errors in all three exam-
ples are in fact equal. What the visual analysis shows, and the frame analysis
does not show, is that every positive frame forms part of an event - a contiguous
sequence of same class frames. When judged from an event perspective, then the
distribution of frame errors becomes more important. Many of the false posi-
tives in (a), for example, are joined to otherwise correctly classified sequences;
however, in (b) they tend to form part of event insertions - an arguably more
serious misclassification.

2.2 Event Analysis

Researchers in the fields of optical character recognition (OCR) [5, 13] and au-
tomatic speech recognition (ASR) both commonly employ counts of insertion
(Ie), deletion (De) and substitution (Se) event errors to measure performance.
These give indicators of the discrete event performance of a system, and seem a
natural choice for evaluating a discrete sequence of activity events.
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Fig. 1. Examples (a− c) from multi-class continuous activity problem. The tables give
performance information using standard methods: Frame errors using binary confusion
matrices of positive (P) vs. NULL (N) frames, where rows denote the ground truth
and columns the output predictions. Positive substitutions are entered in brackets
alongside True Positives (TP) in these matrices. Accuracy is calculated as: accf =
TP+TN−subst.

Tf
, with the total frames in each example being Tf = 106. Event errors

are given as insertion (Ie), deletion (De) and substitution (Se) counts. The event error
rate is erre = Ie+De+Se

Te
, with total number of positive events, Te = 11.
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When these scores are calculated for each of the examples (see the lower tables
of Figure 1), the differences between examples (a) and (b) become much clearer.
Example (a) shows a relatively low insertion count in comparison with the very
high number of insertions in example (b). However, if we look at example (c) -
again a very different output from (a) - we are once again disappointed: the
deletion, substitution and insertion counts of (c) are identical to those of (a).

There are two main problems underlying these results, neither of which are
highlighted by any of the commonly used evaluation methods. The first problem
is that many of the events are fragmented: several smaller segments, although
correctly classified, only sparsely cover parts of the ground truth. Some of these
segments are separated by small fragments of NULL (frame deletions); while
others, such as the ‘filing’ event, are fragmented by insertions of another class
(frame substitutions).

The second problem is that events can be merged together, (i.e.) two or more
events of the same class can be recognised as a single large event. In the ex-
amples given here, this happens on only two occasions (the ‘drawer’ events of
(a) and (c)). In each case, this error only affects two closely occurring events.
For purposes of evaluation, the fact that these two separate events have been
merged is simply ignored. They are both treated as correct. Alternatively, it
might be decided that such a merging, reducing two or more events to one, is
also a deletion of all merged events except the first.

In both of these cases, fragmenting and merging, it is clear that there are
several ways one might choose to score the results, and here lies the problem:
there is no standard definition for such errors. The existing designations of De, Ie

and Se, were developed for fields such as OCR which enjoy well-defined, discrete
events. In continuous activity recognition, as highlighted by these examples, this
is not always the case.

3 Problem Specification

In order to develop more appropriate evaluation metrics, the problems illustrated
in the previous section should first be formulated in a more systematic way. This
section begins with a definition of the performance evaluation task. From this
definition we discuss specific characteristics of performance which are common
to continuous context recognition.

3.1 Definition of Performance Evaluation

In the most general classification problem we have n classes (c1, c2, · · · cn) with-
out a designated class for NULL. The ground truth consists of a number of m
distinct events (e1, e2, · · · em), each mapping to one of the n classes. We assume
the system to be time discrete with the smallest considered time unit being
a frame. In most cases, a frame would correspond to the length of the sensor
sampling window.
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An ideal classifier would be one where every ground truth event, ei, has a
start time, stop time and label matching an event in the prediction sequence.
Correspondingly, all constituent frames would also match.

Unfortunately such perfect alignment is rare. A typical recognition system
deletes, inserts, and substitutes data. In addition even for correctly correlated
data the start and stop frames might be shifted in the recognised sequence. The
problem of evaluating such imperfect classification is equivalent to that of finding
an appropriate similarity metric for the comparison of two time series. As we see
it, this problem can be tackled on three levels:

1. Frame by frame. For each pair of corresponding time frames f (from the
ground truth) and f̄ (from the recognition system output) we perform a
simple comparison of the class labels.

2. Event-based. Determine how many of the m ground truth events (e1, e2,
· · · em) are accurately reflected in the m̄ events ē1, ē2 · · · ēm̄ produced by the
recognition system. The difficulty of event based evaluation stems from the
fact that neither the number of events nor their start and end points are
necessarily identical in the ground truth and the recogniser output.

3. Hybrid frame and event based. A frame by frame comparison which takes
into account the events to which individual frames are a part. Thus frame
errors that merely cause the start and end points of events to be shifted
are treated differently from frame errors that contribute to the deletion and
insertion of events. This type of evaluation only makes sense if some prior
event analysis has been carried out.

3.2 General Considerations

Given two time series there can be no such thing as an optimal measure of
similarity which holds for all applications. As a consequence there is no optimal,
problem independent performance evaluation. Different application domains are
subject to different performance criteria. In speech recognition, for example, it is
more important that the system recognises what words have been spoken, and in
which order, rather than how long it took to utter them. Consequently, methods
which emphasise correct ordering of symbols over their specific duration are used
to evaluate these systems. An input to a real-time system, on the other hand,
would need to be extremely time sensitive. As such an evaluation metric which
emphasises timing errors and delays, i.e. based on a direct timewise comparison,
would be more appropriate.

For every domain, a specific metric must be chosen that characterises and
highlights the type of error(s) most critical to that domain. This means that
evaluation methods that are successful in one domain need not necessarily be
so in another. Applying methods to a different domain only makes sense if both
domains have the same type of dominant error types and similar relevance is
assigned to equivalent errors.
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3.3 Evaluation Requirements of Continuous Activity Recognition

The study of activity recognition encompasses a wide range of problems,
including standard modes of locomotion (walking, standing, running, etc.)
[18, 15, 11, 21], tracking of specific procedures (e.g. assembly tasks [17]), and the
detection of changes in environmental conditions[2, 15]. While each of these prob-
lems have their own characteristic and relevant error types, there are a number
of things that most continuous activity recognition tasks have in common:

Large variability in event length. In many activity recognition tasks, event
length can vary by an order of magnitude or more. A wood workshop as-
sembly example includes such activities as sawing which can take minutes,
as well as taking or putting away tools which take just a few seconds. Simi-
larly, when recognising modes of locomotion, there can be instances of long
uninterrupted walks, as well as instances of a user making only a few steps.
A direct frame by frame evaluation can be misleading in such cases.

Fragmented events. Long lasting events are often interrupted by the occur-
rence of short events. Thus a long sawing sequence might include one or two
interruptions or an instance of the user changing the saw. A long walk might
include a few short stops. Since the recognition system must be able to spot
such situations, it is also prone to false fragmentation. As an example, a
slight irregularity in the sawing motion might be falsely interpreted as an
interruption, or a short instance of an entirely different activity. In addition
to inserting a new event, fragmentation also breaks up one long event in the
ground truth, producing several events in the recogniser output.

Event merging. Trying to avoid false fragmentation can lead to a system that
tends to overlook genuinely fragmented outputs. Thus two events of the
same class separated by a short event of another class might be merged into
a single long event of the first class. This in a sense is a ’double deletion’
since it deletes the short event in the middle, and causes the two events of
the outer class to become one.

Lack of well defined NULL class. Many activity recognition tasks aim to
spot a small set of interesting activities/situations while regarding the rest
as instances of a ’garbage’ or NULL class. This NULL class has the same
function as the pauses in speech, or spaces in character recognition. The
problem is that many activity recognition tasks have a NULL class which
is complex and difficult to model. In the assembly task, for example, any
motion made between the specific tool activities falls into this class. This
includes everything from scratching one’s head to unpacking a chocolate
bar. As a consequence the NULL class model tends to be ’greedy’, so that
any unusual segment in an event (e.g. strange motion while sawing) tends
to create a NULL event, thus contributing to the fragmentation problem.

Fuzzy event boundaries. When collecting large, real life data sets it is often
impossible to perfectly time ground truth labels by hand. The definition of
start and stop times of an event are often arbitrary and by nature imprecise.
This is particularly so for domains such as activity recognition, where even
the event is often difficult to define - e.g. at which point does a walking
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event end and a running event begin? This leads to timing errors in the
recognition, even if the system can be said to work perfectly. Similarly, in
tasks where interesting events are separated by a greedy NULL, the lack of
a well defined NULL model will inevitably result in some incursion into the
boundaries of the correct events.

The importance of these different issues is dependent on the specific applica-
tion for which the system is being evaluated. However, we believe that for most
activity recognition tasks, one or more of these issues is important, and that
they should be taken into account when evaluating these systems.

4 Error Characterisation and Representation

Following from the above observations we now present a characterisation of the
critical error types in continuous activity recognition. Specifically we propose an
approach which (1) includes event mergers and fragmentation as errors in their
own right; and (2) provides information about event timing errors. This section
presents both the definition of the proposed errors, and a precise method on
how to score them. We then show how this information can be tabulated for
presentation of a system’s results. Additionally we show how the methods can
be tailored for dealing with activity recognition systems that treat NULL as a
special case.

Our evaluation method is based on partitioning the signal stream into what
we call segments. As an example, Figure 3 shows a three class recognition prob-
lem broken up into 14 segments (denoted by the vertical dotted lines). A segment
is a variable-duration, contiguous sequence of frames, during which neither pre-
diction nor the ground truth label changes. That is, each boundary of a segment
is defined by either the boundary of a ground truth, or of a prediction event.

From the point of view of performance evaluation such a segment definition
has two advantages. The first is that there are no ambiguities in comparison:
each segment can either have the prediction and the ground truth fully agree, or
fully disagree. The second advantage is that from an analysis of these segments,
an exhaustive definition of the event and timing errors appropriate to activity
recognition can be derived. This strategy has three main steps:

1. Create the segment sequence and note each segment as matching or non
matching. A match being when both the ground truth segment and its cor-
responding prediction segment have the same class label.

2. Use segment match information to score events and event timing errors. Pre-
diction and ground truth events are scored separately. The left flowchart of
Figure 2 shows the algorithm to do this for ground truth events, with possi-
ble outputs of fragmenting F , deletion D, underfill U , correct, and no label
(a single matching segment event to which none of the other designations
apply). Prediction events are scored using the same algorithm, but with the
alternate outputs of: merge (M), insertion(I) and overfill (O).
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Fig. 2. (Left) flowchart of algorithm for assigning error labels to each ground truth
event, and to each prediction event: for processing ground truth events, use F ,D and U ,
for fragmenting, deletion and underfill; for processing prediction events, use bracketed
labels (M), (I) and (O), referring to merge, insertion and overfill errors respectively;
correct or no label can be assigned to both. #segments refers to the number of segments
that make up an event, #match refers to the number of matching segments in that
event, with a match defined as a segment where ground truth and prediction agree.
(Right, boxed) flowchart of algorithm for assigning error pair labels to a segment based
on its constituent event error designations.

3. Score the segment errors. The flowchart to the right of Figure 2 shows how
this is done. Each (non matching) segment is assigned an error pair based
on the ground and prediction events to which it forms part.

The example of Figure 3 shows three analyses of a 3-class (A,B,C) recognition
example: one for counting event errors, one for counting event timing errors, and
the third for counting segment errors. In each of the analyses, the same example
prediction sequence is shown (with I,M or O assigned for each incorrect event
or segment) against a possible ground truth (with D,F or U assigned to each
incorrect event or segment). These error categories, and how to score them, are
described in greater detail in the following sections.

4.1 Event Analysis

There are four types of event error, each falling into one of two divisions de-
pending on whether they are part of the ground truth or prediction sequence. A
positive error in the prediction sequence, can be defined as either:

Insertion - a prediction event that contains no matching segment(s), or
Merge - a prediction event that contains more then one matching segment.
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Fig. 3. Some possible error combinations for three class (A, B, C) example: upper
diagram shows event errors, middle diagram shows event timing errors, and lower
diagram shows segment error pairs. The dotted vertical lines show how the sequence is
broken up into segments s1..14. Event error labelling is shown in boldface (C,I,D,M,F),
and is distinct from the segment labelling in that it applies to an entire event rather
than just one segment.

A negative error, the failure to detect all or part of an event in the ground truth,
is defined as either:

Deletion - a ground truth event that contains no matching segment(s), or
Fragmentation - a ground truth event that contains more than one match.

Correct is only assigned to where both prediction and the corresponding ground
truth events are free from all the above categories. The example of Figure 3
shows 3 such correct event scores (s1, s3 and s14). There are some cases where a
single-segment, matched event is not assigned any designation (for example, see
the merged ground events s5 and s8 in Figure 3). On an event analysis, these
cannot be said to be correct - but neither can they be called errors. Instead, we
treat these cases only as segment level matches.

Positive and negative errors are related: an insertion in the prediction se-
quence, for example, can result in the deletion or fragmentation of an event in
the ground truth. This relationship is not always one-to-one however: a fragmen-
tation might be caused by more than one insertion, possible of different classes.
For this reason, the two scorings - positive and negative - are kept separate at
event level.

Event timing. Often an event might be judged correct (or merged, or frag-
mented) but fail to align completely with its boundaries. The prediction event
might spill over the ground truth boundaries; or it might fall short of them. For
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these cases, we introduce two event timing error categories which can be applied
to an event in addition to a correct, merge2, or fragmenting score:

Underfill - ground truth event not completely covered by prediction.
Overfill - prediction event which spills over its ground truth boundary.

The algorithm for assigning both event errors and event timing errors is shown
to the left of Figure 2.

Event error and timing error representation. Counts of the four types of
event error - insertion, deletion, merge and fragmentation - can be summed up
for each class and presented in a simple table, one entry for each error type and
each class. Similarly, counts of the timing event errors - overfill and underfill -
can also be summed up and presented, in a separate table, alongside the specific
time lengths (or number of frames) associated with them.

4.2 Segment Analysis

One aspect of performance which event based scoring does not capture is the
absolute time duration (in terms of frames or seconds) for each type of error.
Additionally, subtle information such as the cause-effect relationship between
prediction and ground truth errors is not captured. It can be shown that the
following pairings are possible:

1. An event is deleted by insertions, merging, or overfilling of another class
2. An event is underfilled by either an overfill or an insertion of another class
3. An event is fragmented by insertion(s) of another class.

Rarely do event level comparisons allow a one-to-one relation between the
prediction and ground truth. One deletion, for example, might be the result of a
combination of an overfill plus several different insertions. Segments do allow such
a relation. By definition, every segment forms part of exactly one prediction event
and one ground truth event. The specific combination of event and timing errors
for each ground truth and prediction can therefore be used to define the segment
error type, as detailed in Figure2(right). In total, there are six possible error
types for non-matching segments based on the event combinations: insertion-
deletion(ID), overfill-deletion(OD), merge-deletion(MD), insertion-underfill(IU),
overfill-underfill(OU) and insertion-fragmentation(IF).

These pairings are codified and presented in Table 1, which we name the
Segment Error Table (SET). Prediction errors (insertion, overfill and merge)
form the rows, while ground truth errors (deletion, underfill and fragmentation)
make up the columns of this table.

Analysis of segments provides an unambiguous assessment of errors. In the
simplest analysis, segment counts of the six different error types, ID, IU , IF ,
OD, OU , and MD are made and filled into the table. Additional information on
the absolute time length, or frame counts, of these segments can also be included.
Such a combined segment and frame count SET provides a representation of
error that combines the temporal resolution of frame by frame evaluation with
the descriptive power of event level evaluation.
2 Segment s4 of Figure 3 shows one such example of this.
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Table 1. Possible segment error designations: rows represent prediction segment errors,
columns ground truth errors; ID=insertion-deletion, OD=overfill-deletion, MD=merge-
deletion, IU=insertion-underfill, OU=overfill-underfill and IF=insertion-fragmentation

Deletion Underfill Fragmentation
Insertion ID IU IF
Overfill OD OU
Merge MD

NULL as a special case. We can expand the table thus described to handle
NULL as separate from the other classes - a separation required for most ac-
tivity recognition tasks. This is achieved by the addition of rows and columns
denoting the six error combinations with respect to NULL, as shown to the left of
Table 23. The SET to the top left corner of the expanded table now only contains
information regarding substitution errors between non-NULL positive classes.
The top right section of the table then gives a breakdown of false positive errors,
while the bottom section gives information about false negative errors.

Table 2. Segment Error Table with NULL(N) as special case: full table (left) and
reduced version (right)

D U F DN UN FN
I ID IU IF IDN IUN IFN
O OD OU ODN OUN
M MD MDN

IN IN D IN U IN F
ON ON D ON U
MN MN D

D U F N
I ID IU IF I
O OD OU O
M MD M
N D U F

In many continuous recognition scenarios we are not interested in whether
a ground segment labelled NULL has been completely deleted, fragmented or
underfilled; likewise we are not interested whether a positive class deletion was
caused by an insertion or an overfilling of NULL. In such situations, the error
designations can be combined to produce a reduced table, as shown to the right
of Table 2. For convenience, we drop the ’N ’ suffix and the dual error designation
from the errors involving NULL, referring to them directly as I, O, M , D, U and
F . The remaining substitution errors retain the dual OU , IU , etc. designators.

5 Discussion

5.1 Application of Method to Worked Example

We now apply the described error characterisations to our examples from
Section 2, and give examples of how the event, timing and SET representations
might look.
3 Similarly, such an expansion can also be carried out for every class in a system,

leading to an enhanced SET with greater detail on the relations between different
classes (i.e. similar to the confusion matrix).
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Event and timing results. Treating NULL again as a special case, we present
counts of the non-null class insertions, deletions, merge and fragmentation for
the examples of Figure 1. Comparing the insertion and deletion counts of the
earlier event analysis of Section 2 with those of , we can draw much the same
conclusions. Notably however, the new method allows us to see clearly the addi-
tional merge and fragmentation errors which prevail in example (c) . The poorer
timing performance of (a), with many overfilled events in comparison with the
other examples, is also now evident.

The information regarding class substitution errors, however, has been lost
in this representation - they are dissolved into pairs, such as insertion/deletion.
The lack of a one-to-one relationship between prediction and ground truth errors
makes such a joint ’substitution event’ measure difficult to define at the event
level. Therefore we defer to the segment analysis to provide this information.

Table 3. Event errors (for Positive, non-NULL classes only), I’=Insertion, D’=
Deletion, M=Merge and F=Fragmentation; and event timing errors, Overfill and Un-
derfill. Number of timing event errors are given together with the corresponding frame
counts

a)

#events

I’ 4
D’ 2
M 1
F 0

#timing(#frames)

Overfill 8 (18)

Underfill 4 (6) b)

#events

I’ 12
D’ 2
M 0
F 1

#timing(#frames)

Overfill 1 (1)

Underfill 3 (11) c)

#events

I’ 4
D’ 2
M 1
F 3

#timing(#frames)

Overfill 4 (6)

Underfill 4 (12)

Segment (and frame-by-frame) results. The segment and frame errors for
the examples are presented in Table 4. The major difference which becomes
apparent is the higher proportion of segments forming part of timing errors
(Underfilling by NULL, U and Overfill onto NULL, O) in (a), versus the higher
proportion forming event errors in (b) and (c) . Note that examples b, and in
particular (c), contain fragmenting errors whereas (a) does not. Of merger errors,
there are only two instances - in (a) and (c) - each of which involves only a single
merge of two ’drawer’ events.

Again, the information provided by the new method is clearly more detailed
than that of the basic frame-by-frame analysis.

Table 4. SETs for positive classes (P) vs. NULL for the examples in Figure 1, with
counts of segment errors and corresponding number of frames

a)

#segments (#frames)

D U F N

I 1(1) 5(7)

O 8(18)

M 1(2)

N 1(11) 4(6) b)

#segments (#frames)

D U F N

I 2(3) 1(2) 9(25)

O 1(1)

M

N 1(2) 3(11) 1(1) c)

#segments (#frames)

D U F N

I 1(1) 3(11) (3)

O 4(6)

M 1(4)

N 1(1) 4(12) 1(7)
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5.2 Significance and Limitations

As shown above our scheme has three advantages over standard performance
evaluation methods used in activity recognition:

1. It introduces the notion of segments as the largest continuous time slices in
which no ambiguities occur in scoring the correctness of the predictions

2. Based on this notion it leads to an unambiguous, objective characterization
of event level error.

3. It makes explicit different sources of error (timing, fragmentation merges)
which are ignored in conventional evaluation methods, although they are
wide spread in activity recognition systems.

The main limitation of the method concerns events with a large time shift
between ground truth and the prediction. A prediction that is shifted by so
much, that it has no overlap with the corresponding ground truth will be scored
as an insertion and the corresponding ground truth event as a deletion.

The above advantages and limitations clearly follow from the algorithm de-
scribed in this paper. As the algorithm is fully deterministic and an exact
method rather then a heuristic, there is no further need of an empirical val-
idation. There can also be little doubts concerning the benefits of having an
objective,unambiguous method for scoring events. Even if it were to turn out
that in most cases the scores produced by our method are very similar to what
people have arrived at to date, having a consistent, objective scoring method is
an undisputed methodological advantage.

What certainly does require further investigation are the benefits of the ad-
ditional error information. They are obviously dependent on the application in
which the recognition system is to be used. For a safety critical system, such as
an accident avoidance system in an industrial setting, timing may be regarded
as critical, and the minimization of overfill and underfill of recognized activities
would clearly be desirable. On the other hand, for a system interested only in
which activities are carried out, such errors would be less critical. Imagine, for
example, a system monitoring the sequence of events as a mechanic repairs part
of an aircraft engine. What is important then is that the number of insertions
and deletions is kept low - that the system does not miss out any activities, and
that it gets the sequence correct. If further information on the count of specific
activities is required (how many bolts have been removed from the engine), then
errors such as fragmenting and merge errors must also be kept to a minimum.

For a conclusive proof of the value of the information provided by our method
an elaborate empirical study is needed. Such a study would need to consider a
wide range of applications and preferably look at previously published activity
recognition experiments and re-score their results using the above method.

For a meaningful study access to data from different groups would be required
and the associated effort would beyond the scope of this paper. This is clearly
a limitation and means that no authoritative statement can be made about the
value of the additional error information. Nonetheless such benefits are very
plausible. Considering the undisputed benefit of an objective scoring method we
believe that this paper consist a valuable contribution to the community.
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5.3 Work in Related Fields

Some of the problemdomains closest to continuous activity recognition areperhaps
line detection in 2D Graphics [22] and video analysis [7, 10]. Consider the case of a
2D line: the ground truth indicates a single line, but the recognition system might
return a sequence of shorter lines. Further, these might overlap with the ground
line, or be slightly offset from it. Different approacheshave been suggested to tackle
this problem of fragmentation. One suggestion is to redefine the error measures to
incorporate fragmented events as some lower weighted correct event[22].

Some decision function based on a measure of closeness might also be used;
perhaps utilising fuzzy error margins (as suggested at TRECVID ’03[20]). How-
ever this approach, as with weighting, requires the introduction of further param-
eters which only serve to further complicate the evaluation process. In addition,
all of these approaches aim to “cover up” the problem rather than finding a way
of presenting it as a result in itself.

In extreme cases, particularly in the vision domain, the problem of finding a
suitable measure is sidestepped altogether in favour of showing typical example
images (as commented by Hooveret al. [9] and by Müller [19]). This is an ap-
proach which has - out of necessity for lack of a standard measure - been used
by researchers publishing in the activity domain. The trouble is that although
valid for establishing the feasibility of a method with a small number of samples,
it does not scale up well to comparative studies with large databases.

Time series matching methods. More generally, the performance evalua-
tion problem can be viewed as the matching of two time series - the prediction
output with a trusted ground truth. Time-series similarity methods are used in
an extremely wide variety of domains - astronomy, finance, chemistry, robotics,
etc., to mention only a few. Even more vast is the number of performance mea-
sures that are introduced for every specific application (Keogh & Kassetty[14]
give an extensive overview). Some of the more common similarity measures are
generally based on dynamic time warping (DTW)[3], or methods using longest
common subsequences (LCS)[1]. Another useful method, as introduced by Perng
et al.[4] utilises ‘landmarks’ in the data, applying several different transforma-
tions (shifting, time warping, etc.) to approximate a more human perception of
similarity. Though useful in measuring similarity, these methods do not provide
a clear means of measuring phenomena such as event fragmenting and merging.

Rather than selecting some measure of “similarity”, or parametrized boundary
decision to fit existing error designations, we aim to characterise and present the
errors as they are - in a quantifiable way which corresponds closely to that of
the human observer.

6 Conclusion

In this paper we present a non-ambiguous scoring of event errors in a continuous
activity recognition system.Observing the lackof aone-to-onerelationshipbetween
events in the ground truth and those in the prediction sequence, we target errors in
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these two sequences separately: specifically, we define positive errors as insertion
(I) and merge (M) events by the prediction sequence; and negative errors as deleted
(D) and fragmented (D) events in the ground truth. Complementary to these, we
introduce timing event categories which score whether a prediction event overfills
its ground truth, or a ground event is underfilled by its prediction.

We introduce a timewise method of comparison based on the idea of segments
- a segment being a contiguous section of time where neither ground truth nor
prediction changes. This allows the representation of an unambiguous one-to-one
relation between ground and prediction segments, which we have shown to pro-
duce a maximum of six possible error combinations, each assigned depending on
the nature of the events to which each segment forms part: ID, IU, IF, OD, OU,
and MD. These error pairings can be represented in the so-called Segment Error
Table (SET), with scoring on the number of segments, and their corresponding
time durations (or number of frames).

The paper has presented a detailed description of the evaluation algorithm and
demonstrated how the above mentioned properties follow from this algorithm. As
the algorithm is deterministic and exact, no empirical study is needed to prove
those properties. With respect to the usefulness of the additional information
provided by our method only a simple illustrative example and a plausibility
argument were given. As a consequence the main motivation behind this paper is
to make the community aware of the existence and the properties of the method.
We hope that this will lead to other groups adopting this method and/or to a
wider discussion about appropriate evaluation standards. In the end we would
like to see the emergence and adoption of a generally accepted, objective and
informative evaluation method based on our ideas.
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nizing workshop activity using body worn microphones and accelerometers. In
Pervasive, LNCS, 2004.



Location-Based Context Retrieval and Filtering

Carsten Pils1, Ioanna Roussaki2, and Maria Strimpakou2

1 Telecommunications Software & Systems Group (TSSG),
Waterford Institute of Technology, Ireland

cpils@tssg.org
2 School of Electrical and Computer Engineering,
National Technical University of Athens, Greece

{nanario, mstrim}@telecom.ntua.gr

Abstract. Context-based applications are supposed to decrease human-
machine interactions. To this end, they must interpret the meaning of
context data. Ontologies are a commonly accepted approach of spec-
ifying data semantics and are thus considered a precondition for the
implementation of context-based systems. Yet, experiences gained from
the European project Daidalos evoke concerns that this approach has
its flaws when the application domain can hardly be delimited. These
concerns are raised by the human limitation in dealing with complex
specifications.

This paper proposes a relaxation of the situation: Humans strength
is the understating of natural languages, computers, however, possess
superior pattern matching power. Therefore, it is suggested to enrich or
even replace semantic specifications of context data items by free-text
descriptions. For instance, rather than using an Ontology specification
to describe an Italian restaurant the restaurant can simply be described
by its menu card.

To facilitate this methodology, context documents are introduced and a
novel information retrieval approach is elucidated, evaluated, and analysed
with the help of Bose-Einstein statistics. It is demonstrated that the new
approach clearly outperforms conventional information retrieval engines
and is an excellent addition to context Ontologies.

1 Introduction

Though computers are strong in processing data, they are unable to understand
its meaning. For the development of pervasive and context-based applications,
this limitation is a major drawback. Researchers attempt to tackle this problem
by applying Ontologies which are basically standards specifying the meaning of
context data. As long as the application domain is manageable, this approach
appears to be quite powerful [1, 2, 3, 4, 5]. Yet, for context-based frameworks
facilitating various business scenarios, it exhibits serious problems. Lately, Noy
expressed similar concerns with respect to the Semantic Web [6].

Readability. Whilst context information is supposed to be consumed by ma-
chines, humans will still have to deal with it. They may read information re-
turned by applications or feed it into the system. By nature, standards and this
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encompasses also Ontologies are dull reading. Even worse, strict standardisation
of semantics is typically based on classification schemes, thus making it even
hard to find relevant information.

Costs. Consequently, Ontologies are to complicated to be understood by non
professionals. For small businesses like shops or restaurants it may therefore be
prohibitively expensive to adopt them. Yet, the success of large scale context-
based frameworks strongly depends on these context sources.

Disorder. As humans are still involved in the process of semantic tagging,
there is a significant error probability. Typically the probability π(ιi) that hu-
mans misinterpret information is proportional to its penetration, i.e. its usage
frequency. Thus, π(ιi) is Pareto distributed. Remarkably, the described system
S of semantic specifications exhibits entropy H:

H(S) = −
n∑

i=0

π(ιi) · log(π(ιi))

Here n is the number of data types in the system at a given instant of time. As
time passes by, new sensors are developed and context evolves towards consisting
of any conceivable information. Consequently, both n and the system entropy
are approaching infinity. According to the second law of thermodynamics, the
entropy of such systems tends to increase [7]. That is, the more structured the
Ontology model is, the more effort is required to increase the structure or even
maintain the status quo. Means for decreasing entropy are for example user
training and the operation of maintenance services.

In essence the supposed advantage of Ontologies, the ability to teach ma-
chines meaning, is its weakness. The approach appears too static to suit large
scale context systems. Therefore, to alleviate its drawbacks the structure must
be relaxed: While humans are superior in using natural language, computers
have stronger processing capabilities for pattern matching. Enrichment of se-
mantics by free-text descriptions combined with Information Retrieval (IR) tech-
niques helps both humans and computers to understand the meaning of context
data.

1.1 Application Scenarios

The proposed approach focuses on the retrieval of static location context and
exploits its hierarchical structure to yield improved retrieval performance. Yet its
application is not limited to location context, it can be applied to any hierarchical
structured information space.

Location context is associated with a graph structure which is implied by
the included-in relation. For example, a city has included-in relationships with its
suburbs, streets, and buildings. On the premise that the context entities are not
only described by an Ontology but also by textual descriptions, the proposed
retrieval engine retrieves context information in a user friendly way. For exam-
ple, when the user is looking for an Italian restaurant in Waterford city which
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serves Spaghetti Bolognese he just has to submit the query (Waterford city
Italian restaurant Spaghetti Bolognese). Given that the context entity
of Waterford city and the Italian restaurants have textual descriptions, the user
will receive a list of all matching context entities. The webpage of Waterford
and menu cards are sufficient to describe the context entities in this simple
scenario. Like restaurants any other place of interest can be searched like cin-
emas, shops, and museums. Descriptive look-up of context entities can also be
used to describe the vicinity of a place of interest. When the address is un-
known the user can describe well-known nearby context entities like churches,
bridges, and shops. The search engine looks-up the context space for such an area
and returns a list of addresses. Context searching can also be applied to muse-
ums where context entities representing paintings, statues, styles, and artists
have textual descriptions. Similarly, devices and rooms can be described to
help users to find their way around. Like location-based context, Ontologies and
service directories also have hierarchical structures which are implied by classifi-
cation schemes. The proposed retrieval algorithm can be used to search specifi-
cations and descriptions by taking classifications into account. Thus the engine
helps developers to find Ontology specifications or suitable services (and their
specifications).

In the next section a basic context model and its implementation is described.
A brief overview of related work can be found in section 3. The actual context
retrieval approach is presented in section 4. Finally, the approach is evaluated
in section 5 and discussed in section 6.

2 Location Models and Context Databases

According to A. Dey, context is basically information which is relevant for
human-computer interactions [8]. Apparently, this definition is weak and cannot
be used as a requirement specification of context databases. Fortunately there is
a common understanding that a large domain of context information, especially
for mobile devices, is related to location. Therefore context databases must meet
the requirements of two use-cases: Entity queries and location queries.
Entity queries are requests for known context information. The look-up for a
friend’s phone number is an example of this kind of query. Here it is presupposed
that the requestor possesses a unique identification of his friend and consequently
for his context. Hence retrieving the friend’s context is straightforward.
Location queries comprise location information. The restaurant finder, an ap-
plication which searches nearby restaurants, is a prominent example of this
use-case. Other examples are navigation queries where the context system is
supposed to find shortest routes.

2.1 Daidalos Location Model

Typically context databases like that of Daidalos are optimised for these use-
cases [9][10]. To support location queries they implement location models which
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Fig. 1. Example location model

describe the geographic interrelations of context entities. In [11] Bauer et al. give
a concise overview of location models and identify three classes: Geometric, sym-
bolic, and hybrid models. Geometric models simply associate information with
coordinates. These models, however, lack any means for describing semantic in-
terrelations between objects like street junctions or houses located at a street.
Symbolic models solve this problem by applying graph models. In these models
entities like rooms and streets are modelled by vertices, their interrelations are
described by edges. Finally, hybrid models are a combination of geometric and
symbolic models. In terms of expressiveness hybrid models are the most pow-
erful ones. Thus, Daidalos’ context database also implements a hybrid model:
G = (V, E) is graph with vertices V and edges E. Vertices are associated with
attributes that describe their details. Among those attributes are identifiers,
names, coordinates, textual descriptions, and ontology specifications. Vertices
may represent entities like devices, rooms, buildings, or regions. Edges, however,
represent relations between these entities. One type of edge, vertex relation re-
spectively, is of particular importance: the including edge. Including edges are
directed edges and describe inclusion relations between vertices. For example
a city has an inclusion relation with a building and the building has inclusion
relations with its rooms. The vertex which represents the including entity (e.g.
the building) is called the parent of the inclusion relations while the vertices
representing the included entities (e.g. rooms) are called children. It is assumed
that a parent vertex has multiple children, yet a child vertex has only one par-
ent. To distinguish including edges the subset I of E is introduced. Figure 1
shows an example location model. It is a description of the Waterford Institute
of Technology located at the Cork Road in Waterford.

2.2 Distributed Context Database

Including edges imply a spatial hierarchy. This implication can be utilised to
efficiently distribute location information among database servers. Context data
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of location-domains like for example buildings or cities can be stored on dedicated
servers. Figure 1 shows also a server deployment that corresponds to the model
view. The advantage of such a hierarchy is that it supports easy look-up of
vertices being associated with locations. When a position query is passed to a
local client, the client either retrieves a matching vertex from its local storage
or it passes the query to its parent server. Upward passing of a query continues
until a server is reached that covers the searched area. Finally, that server may
pass the query to a child server covering sub-location-domains. Efficient query
passing requires that each server has a root location-domain-vertex describing
the covered domain.

Figure 1 shows the routing requests of coordinates pointing to the Waterford
Institute of Technology. Initially, the request is send to the Waterford vertex,
from here it is past via the Cork Road vertex to the Institute’s one. Apparently,
moving along an inclusion hierarchy’s path corresponds to zooming in and out
of context details.

In the Daidalos context database, lookups of vertices and edges are also
straightforward: Each vertex and edge is required to have an identifier attribute
encapsulating a Uniform Resource Locator (URL) which references the respon-
sible database server. Since users and mobile devices are represented by vertices,
retrieving their context is simple. Only the identifier of the entity must be passed
to the local database client. Following the client just extracts the URL of the
responsible server from the identifier and contacts the server to retrieve the
information.

3 Related Work

Context databases are not the only systems that are optimised for location
queries. Actually, Geographic Information Systems (GIS) and Geographic In-
formation Retrieval (GIR) systems are designed for similar use cases. GIS are
designed to query information about geographic structures. They aim at data
management related to the physical world (e.g. geography and astronomy), parts
of living organisms, engineering design and conceptual information spaces (e.g.
electromagnetic fields) [12]. In contrast to context databases, these systems are
focused on geographic structure rather than the objects themselves. The appli-
cation domain of GIR systems differs considerably from both context databases
and GIS. They are basically plain information retrieval systems that filter doc-
uments based on geographic constraints [13]. With respect to the proposed free-
text context retrieval approach, the GIR methodology appears to be genuinely
interesting. Yet, they are not designed to retrieve location context and thus to
take document relationships into account, e.g. they are unable to determine that
a document describing a city is related to documents describing the city’s streets.
In [16] Jones et al. propose describing location context by text documents.
Their retrieval algorithm filters only addresses and coordinates, however geo-
graphic relationships are ignored. A more detailed discussion of their approach
can be found in section 4.3. Context-based retrieval is also a research area of
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Information Retrieval. But rather than location context these approaches take
the user context like the browse history into account. For example, when a user
has most recently visited a webpage of a travel agent and submits the query
term Java these systems retrieve webpages about the island rather than the
programming language [14]. A similar approach for web-based collaborations
can be found in [15].

4 Context Document Retrieval

Information Retrieval (IR) is one of the first research fields in applied computer
science. IR systems are not restricted to documents retrieval. They can also
process audio, photographic, and movie data. Internet search-engines like Google
or Yahoo are popular examples of IR systems [17]. In general, IR systems analyse
the occurrence of query terms in documents and the overall document collection.
Based on this analysis systems select and rank potentially relevant documents.
The ranking is based on similarity values that are calculated with the help of two
probabilities, namely P1 and P2. P1(t,tf) is the probability that a randomly
selected document contains a term tf times, P2(t,tf) is the probability that
a matching document contains a term tf times. The similarity function (score
function respectively) Sim between a document D and a query Q is calculated
as follows:

Sim(D, Q) =
∑
t∈Q

− log(P1(t,tf)) · (1 − P2(t,tf))

There are many approaches to calculate P1 and P2 (see [18] and [19]). All of
them are making the assumption that terms having little information value are
randomly distributed on the whole set of documents. However, terms having a
high information value are concentrated in relevant documents. In [19] Amati et
al. calculate P1 with the help of the Bose-Einstein statistic: It is assumed that
a term t occurs F times in a collection comprising N documents. Given that
term t has been observed tfk times in a document k, P1 is given by expression:

P1(t,tfk) =

(
N−1+(F−tfk)−1

F−tfk

)(
N+F−1

F

) (1)

Probability P2 is given by the conditional probability of having one more term
t in a document, given that tf have already been observed:

P2(t,tf) ≈ tf+ 1
tf+ 2

(2)

Apparently, the probability of observing scores of terms in a large document
is higher than observing them in a small one. On this account, IR systems im-
plement a document length normalisation. That is, the observed term frequency
tf is normalised with respect to the document length:

tfn = tf · avgl

l(D)
,
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Fig. 2. Context-document of the Cork Road

where tfn is the normalised term frequency, avgl is the average document length
in the collection, and l(D) is the length of the evaluated document D.

4.1 Context-Document

Unlike document collections such as paper abstracts, context data is not in-
dependent. Actually context is described by a graph model that specifies se-
mantic relations. Thus, the question is: What is a document in terms of
context?

As stated in section 2 a vertex comprises a set of attributes. Among these
attributes are textual descriptions that describe the semantics of vertices. Such
a textual description could for example be a chapter of a guide book (to de-
scribe a city entity), a restaurant menu card, a device manual, or just a street
name. The text document and any other semantic description like for example
Ontology specifications are part of a vertex’s context-document. In the remain-
der, documents containing data collected from just a single vertex are called
vertex-documents.

Vertex-documents describe only the semantics of a single vertex. Yet, they do
not contain any information about a vertex’s collocation in a graph. Consider
for example, a vertex representing an Italian restaurant. The vertex-document
may contain the keyword ”Italian restaurant” and the menu card; but it may not
contain its address, the name of the suburb, or the information that it is situated
in a recreation area. To describe the full context of the restaurant its context-
document must be extended by the vertex-documents of all parent vertices: Let
D(v) be the vertex-document of vertex v. P(v) is the path from v to the root
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of the tree that is implied by I. With the help of the concatenation operator +
the context-document C(v) of vertex v is composed as follows:

C(v) =
∑

v́∈P(v)

D(v́) (3)

Figure 2 shows the context-document of the vertex Cork Road and a sample
vertex-document. Some IR approaches like query expansion make assumptions
about the collocation of terms in a document [20]. Dependencies between vertices
are inversely proportional decreasing with distance. Thus, vertex-documents of
adjacent vertices must be stored in successive sections of the context-document.

Implicitly, it has been assumed that any parent vertex is part of the context.
Yet, in some cases this assumption is not tenable. For example, a temperature
sensor in a fridge has relevance within the fridge’s context, but it is irrelevant
within the context of the room or the building. A user standing in the room where
the fridge is situated querying a temperature sensor is certainly interested in the
room temperature, but not in the one of the fridge. When the user wants to know
the actual state of the fridge, he will specify the context of the fridge explicitly
in his query. Thus, context-documents of vertices whose relevance is restricted
to a certain context do not comprise the vertex-documents of all parent vertices.
v̄ is the bounding vertex of vertex v. The context-document C(v) is given by:

C(v) =
∑

v́∈P(v)\P(v̄)

D(v́) + D(v̄) (4)

It is expected that vertices having a constrained context are not unusual. Apart
from fridges, vehicles and buildings are typical candidates for bounding vertices.

4.2 Properties of Context-Documents

Equations 3 and 4 specify a transformation of a graph-based location model
into a context-document collection. Preconditioned that all vertices v ∈ V are
covered by the set of including edges I, the following three observations can be
made:

Proposition 1
The number of vertices, |V |, equals the context-document collection’s size.

The proof of Proposition 1 is trivial. It is a direct conclusion from equations
3 and 4. The second proposition refers to the duplication of vertex-documents.
Vertex-documents which correspond to vertices having a low level in the inclusion
hierarchy, i.e. vertices that have many direct and indirect children, are included
in many context-documents. Thus the weight of terms which are characteristic
for those documents decreases.

Definition 1 (Characteristic term)
A term is a characteristic term of a vertex-document when it frequently occurs
in that document, but infrequently occurs in any other child or parent vertex-
document.
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Proposition 2
In the Bose-Einstein information retrieval model, the term weight of a charac-
teristic term decreases with the hierarchy level of its corresponding vertex: The
lower the level, the lower the term weight.

Proof. It is shown that the context-document composition changes the proba-
bilities P1. Let t be a characteristic term of the vertex-document D(v) of vertex
v. t occurs F times in the whole document collection and f times in document
D(v). Given that v has n direct and indirect child vertices then there are at least
F + f · (n − 1) occurrences of term t in the context-document collection. P1 is
associated with the initial collection, Ṕ1 is associated with composed context-
document collection. The following inequality holds (see also equation 1):

Ṕ1(t,tf) =

(
N−1+(F ·x−tf)−1

F ·x−tf

)(
N+F ·x−1

F ·x
) ≥ P1(t,tf) =

(
N−1+(F−tf)−1

F−tf

)(
N+F−1

F

)
where F · x = f · (n − 1) + F and thus x ≥ 1. tf is the term frequency of t in
document D(v). By factorising the inequality one obtains:

(N + F · x − tf− 2)! · (F · x)! · (N − 1)!
(F · x − tf)! · (N − 2)!(N + F · x − 1)!

≥ (N + F − tf− 2)! · F ! · (N − 1)!
(F − tf)! · (N − 2)!(N + F − 1)!

⇔(N − 1) ·
∏tf

i=1(F · x − i + 1)∏tf
i=1(N + F · x − i − 1)

≥ (N − 1) ·
∏tf

i=1(F − i + 1)∏tf
i=1(N + F − i − 1)

Since all products are positive, following simplification can be made:

tf∏
i=1

(F · x − i + 1) · (N + F − i − 1) ≥
tf∏
i=1

(F − i + 1) · (N + F · x − i − 1)

When each product meets the inequality the whole inequality is met. Note that
the inequality is hold when F = 0. Assuming that F > 0 one gets:

(F · x − i + 1) · (N + F − i − 1) ≥ (F − i + 1) · (N + F · x − i − 1)
⇔(x − 1) · (N − 2) ≥ 0

Since x ≥ 1 and N ≫ 2, the inequality is true. It follows that Ṕ1(t,tf) in-
creases with n and thus log(Ṕ1(t,tf)) decreases. Ṕ2(t,tf) is independent of
the hierarchy level. Consequently, Sim(D(v),t) decreases in n. �

Proposition 2 describes a very desirable property. When a user queries ("Cork
Road" Waterford Ireland) he will expect that Ireland has less weight than
Waterford or "Cork Road". Due to the weighting of the query terms the vertex
representing the Cork Road will yield a higher score than those representing
Waterford or Ireland. But does the context-document composition still preserve
the term characteristic? That is, can a parent vertex still be distinguished from
its children by the help of its characteristic terms?
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Definition 2 (Discriminatory term)
A discriminatory term is a characteristic term which occurs only in the charac-
terised vertex-document, but in none of the other child or parent documents.

Proposition 3 (characteristic term preservation)
C(v) and C(v́) are two context-documents matching a term t́. In the Bose-
Einstein information retrieval model following properties hold:

1. If t́ is a discriminatory term of the vertex-document D(v́) and vertex v́ is a
parent of v then inequality Sim(C(v́), t́) ≥ Sim(C(v), t́) holds.

2. Context-document composition does not preserve the term characteristic, i.e.
characteristic terms are not preserved.

Proof. Let t́f be the term frequency of term t́ with respect to the context-
document C(v́). t́f + tf, tf ≥ 0 is its frequency with respect to context-
document C(v):

Sim(C(v́), t́) ≥ Sim(C(v), t́)

⇔ − log
(
P1

(
t́, t́f · avgl

l(C(v́))

))
·
(
1 − P2

(
t́, t́f · avgl

l(C(v́))

))
≥

− log
(
P1

(
t́, (tf+ t́f) · avgl

l(C(v))

))
·
(
1 − P2

(
t́, (tf+ t́f) · avgl

l(C(v))

))
Since the context of v is a specialisation of v́ context, l(C(v)) ≥ C(v́). Therefore,
(tf+t́f)
l(C(v)) ≤ t́f

l(C(v́)) is valid when tf = 0, i.e. t́ is discriminatory. However, the

truth-value is unknown when t́f > 0, i.e. t is a characteristic term. �

As a consequence of proposition 3 conventional search engines do not suit
context-document collections.

4.3 Retrieval Algorithm

Jones et al. suggest in [16] the creation of context-documents and the use of IR to
retrieve them. But rather than exploiting the hierarchic nature of context, they
assume self-contained documents that simply contain location information. This
approach has a similar problem as the characteristic term preservation problem.
In [21] they require that location information must yield higher scores than other
terms. However, conventional IR algorithms are ignorant of location terms and do
not assign higher relevance ratings. Therefore, they propose to assign predefined
weights to these terms. Obviously, this approach has the disadvantage that the
retrieval engine must be pre-configured to yield optimal performance. Rather
than adopting this pre-configuration approach for composed context-documents,
it is proposed to allow the data to speak for itself.

As already mentioned in section 2.2 moving along a context path corresponds
to zooming in and out of context details. For a context retrieval engine, selecting
documents is not only about ranking them it is rather about selecting the level of
detail. Hence, a context retrieval engine must meet the following requirements:
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Fig. 3. Example of the context retrieval algorithm. Query terms are Waterford and
Cork Road.

• One document per path: Multiple levels of details of a single context (i.e.
context path) are expected to confuse the user. Therefore, the result-set
should not contain a parent and any of its child vertices.

• Conservative selection: Zooming into irrelevant details is confusing for the
user. When in doubt the algorithm should select a vertex which is associated
with a less detailed view, i.e. it should zoom out rather than zoom in.

The retrieval algorithm is drafted in Figure 3. It is subdivided into two steps:
Scoring and Filtering.

Scoring. Rather than scoring the composed context-documents, only the vertex-
documents are scored. The score of the composed context-document is finally
calculated from the vertex-document scores:

1. Calculate the term scores for each vertex-document.
2. Remove the documents from the result-set that do not match the query.
3. For each term and for each context path determine the maximum term

scores.
4. The score value of the composed context-document is the sum of all its

maximum term scores.

Figure 3 shows the score calculation for the context-documents Cork Road and
Waterford Institute. The Waterford vertex yields the maximum score for the
term Waterford and the Cork Road vertex yields the maximum score for the
term Cork Road. These scores are summed-up and yield the scores of the context-
documents Cork Road and Waterford Institute of Technology.

Filtering. The scoring algorithm identifies relevant context-documents. Still it
does not select the level of detail and thus it might be that more than one vertex
per context-document is returned. The solution to this problem is quite simple
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and is based on the observation that characteristic terms specify a level of detail:
After the scoring step, the context retrieval engine removes all vertices that do
not contribute to the term score of its context-document. Moreover, it removes
all context-documents that are included in context-documents yielding a higher
rating.

Figure 3 shows the filtering step. The vertex-document of the Waterford In-
stitute of Technology does not contain any of the maximum term scores and thus
it does not contribute to its context-document score. Consequently, the vertex
is removed from the result-set. The Waterford vertex is also removed from the
set as its context-document score is less than that of the Cork Road ’s document.
Finally, only the Cork Road vertex is returned. By Scoring of the individual
vertex-documents, the algorithm preserves the term characteristics. The filter-
ing step gives characteristic terms referring to a more detailed context-document
a higher relevance than those referring to a less detailed view. Moreover, the fil-
tering step implements the required conservative selection.

4.4 Result-Set Filtering

The described retrieval algorithm retrieves and filters context-documents with
respect to the relevance of query terms. However, relevance with respect to lo-
cation is not considered. Yet, location plays a decisive role in context-based
systems. To take location constraints into account, the context retrieval engine
must apply an additional filtering step to the result-set. To this end, it must
just match the location information of the retrieved vertices with the location
constraints of the query.

Apart from explicitly specified query terms context retrieval engines could also
take implicitly captured information into account. That is, the user context could
be exploited for further filtering operations. Finkelstein et al. [14] and Haveliwala
[22] implement context-based search engines for web-browser. To this end, they
capture the content of the current web-page or the browser history to improve
queries. The basic idea of their approaches is that a user who has recently browsed
tourist information will probably be interested in information about the island
rather than the programming languagewhen searching for Java. Similarly, a user’s
location context or activity context could be taken into account when retrieving
context data. Lately, Chen proposed a recommender system based approach for a
restaurant finder in [23]. It is expected that other information filtering approaches
could also be adopted for context-based frameworks.1

4.5 Distributed Context Search Engine

Scalability is a major requirement of large scale context databases like the one
developed by the Daidalos project [10]. Section 2.2 describes how Daidalos stores
context information in a scalable way. Scalable storage is, however, useless when
the retrieval algorithm does not scale. IR systems transform documents into vec-
tors. Here, each vector component refers to a document term and its frequency.
1 See [24] for an overview of information filtering systems.
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The vectors are stored in an indexing database, based on this database docu-
ment matching and ranking are straightforward. Context database servers are
supposed to have the same setup. As long as all vertex-documents are stored in a
single context database, matching and ranking is still simple. Yet, this approach
does not suit a distributed context database.

Distributed Retrieval. Ideally, a query would propagate down the hierar-
chical structure and be processed in parallel. In fact, such a parallel process-
ing approach can easily be implemented: Since the context retrieval algorithm’s
scoring step requires fetching of term scores, the query is propagated down the
hierarchy; on its way collecting all the required statistics. Furthermore, the in-
dividual database servers filter vertex-documents that do not match the query’s
location constraints, thus reducing the amount of data exchanged between con-
text database servers. Finally, the statistics are forwarded to the requesting
database server, i.e. the server which received the query first. Here, the local
context retrieval engine processes the statistics and retrieves the vertices. The
described retrieval approach has the advantage that queries are processed in
parallel. Yet, its performance can still be improved: Queries are passed down
the hierarchy, irrespective of whether child vertices are relevant or not. Thus,
lowering the retrieval performance and eventually overloading leaf servers. Basi-
cally, this problem corresponds to the database selection problem of IR. Yu et al.
describe the problem in [25] and give a concise overview of potential solutions.
Among these are quantitative solutions which are based on statistic informa-
tion about the databases to select from. The principles of this solution can be
applied to the actual context retrieval problem. The distributed context retrieval
approach is drafted in Figure 4. Context database servers are required to store
statistics about sub-trees in vectors, i.e. statistics about child server content.
These vectors contain the maximum term scores of all vertex-documents stored
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on the corresponding servers. Thus, before the query is passed down to a child
database server, the local retrieval engine firstly analyses whether the server is
expected to contain content that is more relevant to the query than the vertex-
documents already inspected.

5 Evaluation

The evaluation of an IR system is the process of assessing how well a system
meets the information needs of its users — a measure which can hardly be
obtained by statistical models. Therefore, the performance of IR systems is eval-
uated by laboratory tests: Such tests comprise test collections, test queries, and
relevance judgments obtained from independent experts [26]. The Text REtrieval
Conference (TREC), organised by the American National Institute of Standards
and Technology (NIST), is probably the most well-known laboratory experiment
[27]. Unfortunately, due to the fact that the context retrieval approach is novel
there are no suitable test collections available.

5.1 Test Collection and Metrics

There is no alternative to the creation of a test collection. To get a represen-
tative set of documents already existing ones have been used; the collection is
published on the Internet [28]. Basically, the test collection comprises models of
Waterford and Athens city. Following information sources have been used: maps
of Waterford and Athens, wikipedia.org, web-pages retrieved by Google, and the
guidebooks: ”The Rough Guide to Ireland” and ”The City of Athens”2.

Three query-sets have been created: streets, addresses, and sightseeing. The
streets query-sets contains just street name queries. It is context independent
in the sense that all information required to retrieve relevant documents is
contained in vertex-documents. However, the query-set addresses (Waterford
collection only) is partially context dependent, i.e. vertices cannot be found
without knowledge of their context. (BP station "Cork Road") is an example
of such a query. The vertex-document of the BP station has been created from
the BP web-page and does not contain any information specific to the filling
station at Cork Road. Finally, the collection sightseeing contains only context
dependent queries. The overall test collection comprises 290 documents and 340
queries.

The context-retrieval engine has been compared with Terrier, a conventional
IR engine developed by the Glasgow University [29, 30]. To demonstrate the
power of the scoring algorithm, the engine has also been compared with a con-
text search engine that scores composed context-documents. Based on the tests
the metrics precision and recall have been calculated. Precision is measured as
the proportion of documents retrieved which are relevant, whereas recall is the
proportion of the available relevant documents that have been retrieved [31].

2 http://www.cityofathens.gr, http://www.greece-athens.com
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Table 1. Evaluation results: precision and recall (∗ context dependent)

Waterford collection
Streets Addresses∗ Sightseeing∗

Engine Prec. Rec. Prec. Rec. Prec. Rec.

naive retriever 0.66 0.71 0.94 0.98 0.88 0.92

Terrier 0.73 0.96 0.71 0.79 0.14 0.15

context-retriever 0.87 0.96 0.93 0.98 0.88 0.92

Athens collection
Streets Addresses Sightseeing∗

Engine Prec. Rec. Prec. Rec. Prec. Rec.

naive retriever 0.47 0.47 0.82 0.95 0.74 0.78

Terrier 0.71 0.95 0.83 0.96 0.25 0.31

context-retriever 0.81 1.00 0.86 0.97 0.90 0.99

Precision and recall do not take relevance rankings into account. But on the
one hand precision and recall are popular metrics and on the other hand it is
expected that relevance rankings are of minor importance in context-based re-
trieval: With context-aware applications the user is often mobile and frequently
involved in other tasks. When a retrieved document is brought to his attention
this is an intrusion in his activities. Rhodes and Maes [32] have observed that in
context-based environments precision is generally more important than recall. It
is therefore concluded that document ranking is also of minor importance.

5.2 Results

Table 1 shows the experiments’ results. The three retrieval engines are the naive-
retriever which is a conventional IR engine that is enhanced by result-set filter-
ing, Terrier, and the context-retriever as described in section 4.3. In contrast to
the context-retriever and naive-retriever Terrier has been applied to the vertex-
document collection rather than to composed context-documents. Otherwise its
precision would have been considerably low. The experiments show that the
context-retriever clearly outperforms the other engines. Particularly, when the
queries are strongly context dependent the context-retriever is superior. Here,
Terrier’s performance is extremely poor as it lacks any means to analyse doc-
uments in their context, i.e. it is unable to analyse the document hierarchy -
admittedly an unfair comparison. But also in case that the queries are context
independent, the context-retriever’s result-set filtering algorithm yields superior
noise reduction, i.e. yields higher precision. It easily filters out irrelevant doc-
uments having similar context as relevent ones when the documents share a
hierarchy path. For example, when querying a street name, Terrier returns the
street entity and all restaurants located at this street as the restaurants’ menu
cards (which are used to describe the restaurants) contain address information.
However, the context-retriever is able to analyse the relationships between the
street and the restaurants. Thus it filters the restaurant entities out. Though
the naive-retriever performs quite well on context dependent query-sets, it fails
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when queries are context independent. A close analysis of the log-files showed
that this failure is caused by the engine’s inability to weigh up document length
against term frequencies. That is, the engine fails to filter out leaf-vertex noise.
Actually, this has been predicted by proposition 3. Leaf-vertex noise is caused
by child nodes containing their parents’ characteristic terms; a phenomenon that
is due to the manner the collection has been created. The authors of the docu-
ments did not expect them to be placed in their location context. That is, they
considered their documents to be self-contained and added context information.

Even though the performance of the context-retriever is excellent, it cannot
guarantee the retrieval of relevant documents. The retrieval results can therefore
hardly be processed by context reasoning systems; a problem which will be
addressed by future research.

6 Discussion

It is very difficult to design a consistent context Ontology. Noy who discussed
this problem with respect to the Semantic Web believes that consistency is even
impossible [6]. He suggests using Ontology editors to mend the imminent chaos.
The proposed context retrieval approach has similar objectives. Yet, it is more
than a support tool for Ontology implementation and usage; it partially replaces
Ontologies by plain text documents where strict specifications are not required.
Small businesses like restaurants can simply describe their business by textual
descriptions like menu cards — and still they are adequately represented in the
context model. Users and applications can retrieve them by submitting free-text
query terms. However, the results are only human readable, applications can
hardly reason with free-text semantic descriptions. It is an interesting field of
future research to investigate means allowing even applications to understand
free-text semantics. A further area of research will be the refinement of the ap-
proach. In particular, the search engine will be extended to facilitate the retrieval
of highly dynamic context objects like for example users and cars. Such objects
have tight time-constraints and therefore the engine must be able to process
real-time information.
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Abstract. Our homes and lives are as individual as ourselves. Many as-
pects, such as technical equipment, furniture, and usage patterns in these
surroundings differ. Thus, personalization of applications that operate in
such environments is required. The challenge for tools and programming
paradigms is to provide a powerful but yet easy-to-use platform. In this
paper we illustrate how our visual scripting language puts these require-
ments for programming ubiquitous computing environments into action.

1 Introduction

Ubiquitous computing and its application in the smart home have been in the
focus of research for some time [1][2][3]. New kinds of applications create demand
for specialized software engineering tools. Thus, system support [4] for pervasive
applications, specialized middleware [5][6], and end-user tools [7][8][9][10] have
been investigated. However, these tools address either professional developers or
end-users. Our target audience, advanced computer users and hobby program-
mers, reside between both extremes, though the tools available are not suited for
them. Devices are very heterogeneous due to the variation of capabilities of de-
vices, e.g. some devices react on hard-wired commands, some on infrared signals
as well as some devices have powerful CPUs and a large amount of memory where
as others only have the computing power of a calculator. This makes it hard for
the developers to integrate different classes of devices into a single application.
Furthermore, applications integrating several devices are inherently distributed.
These facts among others make the development process tedious, long winded
and to complex for our target audience. On the other hand, developers could
apply end-user tools such as SiteView [7] or iCap [8]. These tools allow a simpler
development process as they abstract from heterogeneity. Thus, they are suited
for end-users but not for professional developers as the simplification takes place
at the expense of expressiveness. We believe that there is a gap between the
high-end programming frameworks and end-user tools. Therefore, with VRDK
we present a toolkit that is easier to use and at the same time more expressive
than end-user tools.

The next section discusses related programming models for pervasive comput-
ing. Then, we demonstrate VRDK’s functionality followed by a more detailed
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presentation of its main concepts. In the following sections we highlight the tool
architecture and describe our experience with the tool. The paper closes with
conclusions and outlook.

2 Programming Models

Programming pervasive applications is very complex and still subject to ongoing
research. This is due to several facts like the use of many heterogeneous devices,
the distributed execution of programs, or the mobility of devices. Thus, the
related work consists of many different approaches, which we discuss in the
following sections.

2.1 General Purpose Programming Languages

Many end-user applications provide means for scripting with a general purpose
programming language. However, only few end-users are able to use this feature.
These languages map everything to stateful objects and messages which are
exchanged between these objects. This is the swiss army knife approach to all
kinds of programming tasks. For computer scientists this is a great achievement
of object-orientation. For non-computer scientists this abstraction results in a
steep learning curve. Ideally, important concepts such as context and persons
should become first-level concepts of the language.

Todays programming languages often use a text-based notation. However,
text-based languages are easier to read than to write. Writing a program implies
that you know the syntax and keywords by heart. Tools will tell you about your
mistakes only after you made (i.e. typed) them. Ideally, a tool could tell you
before-hand which options you have. We conclude that general programming
languages are very powerful tools, but too difficult for the intended audience.

2.2 End-User Programming Tools

In contrast to general purpose programming languages, end-user programming
tools are designed to be used intuitively. This way even computer illiterates
should be able to develop simple applications.

Programming by demonstration. A simple way of telling the computer
what to do, is to demonstrate one’s intentions to it. We distinguish between two
methods, the input via a physical demonstration, e.g., in front of a camera and
the input by recording a macro.
Physical. In [7] the authors present SiteView, a rule-based toolkit that bases
on tangibles as a means to interact with the environment. Applications are built
by adding rules to the situation the user is actually in. Therefore, she arranges
tangibles, which are foam cards, representing objects in the environment, on a
floorplan. Those are equipped with RFID tags and will be recognized by com-
puter cameras and tag readers. Thus, a user can create a rule, e.g. one that
switches on the lights and turns up the heat when it is raining in the morning.
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The difficulty is that users have to learn how to arrange the tangibles on the
floorplan so that the computer understands the situation as intended by the
developer. Furthermore, special hardware is needed for building and recogniz-
ing the tangibles. Other systems like iCap [8] (developed from SATIN [11]) and
a CAPpella [9] share a similar set of functions but feature different input meth-
ods e.g. creating rules by demonstration. However, these tools do not support
negation of conditions, for instance it is not possible to specify the condition “if
no one is in the room”.

Macro. Office applications usually feature a macro recorder. The user starts the
recorder, performs a sequence of actions, and the recorder saves this sequence as
a macro. Afterwards, the user can replay the macro whenever needed. Applied to
ubiquitous systems, the user would just have to perform a sequence of actions in
the real world and instruct the computer to repeat them. It sounds interesting to
apply this idea to pervasive systems since it does not require any programming in
the classical sense. The problem here is that macro recorders cannot distinguish
between events and actions. Imagine a user who leaves his house, locks the door,
and turns on the alarm system. Here, leaving the house and locking the door
build a composed event that should lead to an action: the activation of the alarm
system. But the computer could as well assume that it should lock the door when
someone leaves the house.

Furthermore, the limitations of the real world may force the user to perform
the action before she performs the triggering event. For example, the user wants
the computer to stop playing music when she leaves the house. For obvious
reasons, the user must first turn off the music and then leave the house. The
software must be clever enough to understand that leaving the house is the trig-
gering event and stopping the music the desired action (although they occurred
in reverse order).

Storyboards. Topiary [10] is a rapid-prototyping tool for location-based appli-
cations developed by GUIR Berkeley. It builds on a storyboard-based approach.
A storyboard consists of a set of screens and events that trigger a transition from
one screen to another. In Topiary the user can define location-related events, for
example “Alice is near Bob”. This event can cause the “My friends” screen to
appear on the PDA of Bob. Storyboards in general are useful for prototyping.
However, their expressive power is limited. Furthermore, Topiary is limited to
location-related events and it can only influence screens on a PDA or monitor.
It is not possible to react to other events such as “DVD playback started” and
the user cannot control arbitrary devices.

Jigsaw. In [12] an editor for applications in ubiquitous domestic environments
is presented. It allows the user to connect components using a jigsaw puzzle-style
approach. Devices available in a room present themselves as a jigsaw piece on a
graphical editor. By combining several pieces on the screen the user connects the
output of one piece with the input of another. For example, pieces for motion
detector, camera, and PDA can be combined to construct a simplistic surveil-
lance system. The motion detector triggers the camera and the camera shows
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its picture on the PDA. The drawback of this approach is that it has only a
linear control flow and no means for mathematics. Essential control structures
like branches and loops cannot be mapped to this programming model.

2.3 Domain-Specific Programming Languages

This area comprises languages that are specialized for a single application do-
main. Thus, they are very powerful and yet easy to use even by non-professional
developers. However, the specialization for a single domain prevents these lan-
guages from being used in other domains as they would not be applicable there.

Scientific Programming. Physicists use special programming tools such as
LabView or SoftWire to evaluate the sensor data they collect during experiments
and to control their equipment. These tools rely on the basic idea of wiring com-
ponents. A component can represent a real device or a piece of software. Each
component features input and output connectors which can be connected. This
works quite well for applications that are concerned with continuous flow of
pseudo analog data, i.e. if programmers have to deal with raw sensor data or
audio/video streams. In our scenario end-user programmers are more interested
in discrete high-level events such as “Alice entered the room” or “DVD play-
back started”. For this purpose these tools do not provide the optimal level of
abstraction.

Toy Robots. Programmable toy robots such as Lego Mindstorms are extremely
popular. The Lego robots ship with a simple graphical programming language
that can even be mastered by children. In this programming model the robot
is treated as a set of sensors and actuators. Sensors are the sources of events.
The user can program a workflow that is executed when such an event occurs.
Throughout this workflow the actuators (i.e., motor, lamp, etc.) can be con-
trolled. The Lego Mindstorms approach is a graphical language that combines
sensors and actuators as first-level concepts with flow concepts (branch, loop,
etc.) found in general purpose programming languages. This approach has fewer
restrictions than storyboards, jigsaw puzzles, or macro recording since it is closer
to general purpose languages. Due to its specialization for its target application
domain (i.e., robotics) it is still easy to learn and use.

VRDK. With VRDK we present a high-level graphical language to develop
pervasive applications. Thus, we provide a counterpart to languages like Visu-
alBasic in the domain of desktop applications. Our tool is more powerful than
end-user programming tools since we support all major programming constructs.
This makes VRDK as potent as any other programming language. However, we
managed to integrate concepts as context and persons into the language as well.
This makes our tool suitable for developing pervasive applications while keeping
the complexity on a moderate level. Scientific Programming and the toy robots
address the same audience as we do, but concentrate on another application
domain. This is why we think that we can fill the gap between professional and
end-user development tools. In the following sections we will describe our tool
in more detail and fortify our allegations.
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3 The Tool at a Glance

VRDK is an easy to learn graphical tool that enables users to script their e-
home. Its capabilities reach from easy automation tasks to more complex control
applications. As VRDK is a TabletPC application, it can be used with a pen. It
does not require keyboard input. The user can create scripts either via drag&drop
or by handwriting commands directly on the screen. In this section we provide
a quick walkthrough that demonstrates the simplicity of software development
(see Figure 1) when using VRDK.

Fig. 1. Development process

In our example, we want to accomplish two tasks utilizing the basic features
of VRDK. First, we want to put the living room in cinema mode when DVD
playback starts. Once the playback stops or is paused, we want to switch the
room back to normal. Second, we want the light to turn on when somebody
moves into the living room.

A VRDK script consists of a set of processes and a set of hardware. For each
of these concepts, our tool provides a dedicated screen. Using the buttons in the
upper left corner the user can switch between these screens. The user starts by
dragging in the required hardware from the tool bar on the left, i.e. the Media
Center PC, an intelligent light bulb, and an embedded sensor board with motion
detector. This is shown in Figure 1 Step 1.

The user then switches to the process screen. He creates a new process and
drags in the required commands. Figure 2 shows how the user adds a wait
command to the process. He can achieve this either via drag&drop or via hand-
writing. The first thing our application has to do is to wait for DVD playback
to start. The user can simply click on the matching event in the wait command
dialog. Then, the user drags in some commands to switch off the light in cinema
mode and to set the volume to a decent level. Finally, our application has to
wait until playback stops and turn the light on again. Our second task is to turn
on the light when someone enters the room. Therefore, the user adds a second
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Fig. 2. Waiting for DVD playback to start

(a) Processes for DVD and light control (b) Location-dependent processes

Fig. 3. Example applications

process to the script. The process waits either for a movement or a certain time
to elapse. Upon movement the light is turned on, upon timeout it is turned
off. Figure 3(a) shows the complete example. Step 2-4 in Figure 1 complete the
development process. The code generator transforms the script into executable
code and automatically deploys it on the participating devices: the application
runs distributed in the environment of the user.

The drawback of this intermediate solution is that both processes interfere.
During DVD playback we don’t want the light to be turned on when someone
moves in the room. To demonstrate interprocess communication in VRDK we
want to achieve this by suspending the Light process during DVD playback.
Therefore the DVD process emits a Suspend signal during DVD playback and
a Reset signal after playback. These signals are connected to receivers in the
Light process. The user can connect emitters and receivers simply by drawing
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a line from emitter to receiver. The belt indicates that emitter and receiver are
connected. VRDK shows the connection only when the pen or mouse hovers
over the emitter or receiver to avoid too many lines crossing each others. The
next section discusses the programming model behind VRDK and its relation to
other end-user programming approaches.

4 A Programming Model for E-Home Scripting

Every programming model has its pros and cons. On one hand, extremely special-
ized ones are comparatively easy to learn but limited to a small set of scenarios.
On the other hand, generic solutions are powerful but hard to learn. The aim
of our tool is to find a balance between both extremes. Our target audience
are technically interested users who do not necessarily master a general purpose
programming language. If someone is able to program a Lego robot, she should
be able to use our tool, too. The tool builds on the following concepts: compo-
nents, events, commands, mathematical expressions, workflows, and context. In
the following sections we motivate and discuss these concepts in more detail.

4.1 Components

Ubiquitous applications usually involve a large range of devices and services.
Currently, our tool supports Smartphones, PDAs, Media Center PCs, Browser,
Media Player, Microsoft Agents, Embedded Sensor Boards (ESB) [13], RC5 re-
mote controls (for HiFi and TV equipment) and several toy robots including
Lego Mindstorms and an enhanced RoboSapiens. These devices and services are
represented by components which are dragged from the toolbar on the editor
window (see Figure 1). To the user it does not matter how these devices are con-
trolled and which networking protocols they provide as this is encapsulated in
the component. Thus, our tool offers full distribution transparency since VRDK
automatically disseminates the program on the proper devices.

With each component a set of commands and events are introduced. For
example, a component for controlling a Media Center PC introduces commands,
e.g. to start playback or adjust the volume. Additionally, this component emits
an event when it starts the DVD playback.

4.2 Events

Events are central to ubiquitous applications [14][15]. Typically, applications
spend most of their time waiting for an event in the real world. End-users do
not care about raw sensor data and its routing, aggregation, and interpretation.
They are interested in high-level events such as “Alice enters the room” or “DVD
playback stopped”. Components emit these events. Often applications have to
wait for composite events [16], for example “Everybody left the house and the
door is locked”.

Our tool takes this into consideration and features a very powerful but easy
to use wait command (see Figure 2). With a special dialog, the user can select
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the events the application should wait for. Additionally, the user can specify
a timeout or time of day. Furthermore, advanced users can constrain events
with expressions, for example “LivingRoom.People > 3”. In this case, the wait
command is satisfied when more than three people are in the living room.

4.3 Commands

Unlike object-oriented languages, VRDK does not break down everything into
objects and methods. If a component offers some functionality, it introduces a
new command. A command provides means to create side-effects, i.e. to con-
trol the components. Each command features a graphical representation for the
GUI and a dialog to configure the command. For example, the media player
component offers a command for controlling audio/video playback. Thus, the
user can program audio playback using drag&drop and a file dialog to select
the audio file. Commands are conceptually comparable to calling methods of a
component, however a VRDK command is more coarse grained than a method
of an object-oriented language. For example, our MediaPlayer plug-in features
only one command to control media playback, although the component features
a multitude of methods. Otherwise the user interface would not scale up, because
all commands are listed in the icon-bar on the left side of the screen.

4.4 Workflow

We already discussed that VRDK allows the programmer to wait for events and
to control components with commands. Workflows orchestrate events and com-
mands. VRDK supports the full range of workflow elements: processes, branches
(if/then/else), loops and select.

A VRDK program consists of one or multiple processes each containing a
workflow that is executed in an infinite loop. The workflow determines for which
events the application waits and which commands are executed if an event oc-
curs. Figure 3(a) shows how the workflow constructs are displayed in the editor.
Branches and loops are self explanatory. The select statement waits for any of
several alternative events.

Users can even program inter-process communication using asynchronous
events. Hence processes can suspend and reset other processes. This is real-
ized by sending signals with the emit command which can be connected to one
or multiple receivers. The workflow on the receiver side can wait for a signal
using the standard wait command.

4.5 Context

Context is a very important concept in pervasive applications. Thus, we made
it a first-level entity of our programming language. In traditional programming
languages we bind functionality to dedicated computers. If the user wants to use
an application, she must interact with the computer executing this application.
In pervasive applications functionality is bound to context, i.e. a certain location,
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situation, or person. Following the ideas of [17] VRDK allows you to define tasks
(i.e. processes in VRDK terms) and attach these processes to some context. Cur-
rently, VRDK allows you to bind processes to locations, physical mobile objects,
and situations. The user just opens the properties dialog of a process and selects
from a list of possible anchors, e.g. “kitchen”, “living room”, “Alice”, “Bob”,
“meeting”. These anchors are derived at design time from the meta-model of our
context-server, e.g. if the meta-model knows about “kitchens”, VRDK applica-
tions can bind functionality to kitchens. In addition to locations and physical
objects, the context-server knows about situations, e.g. “meetings” or “dinner”.
If the meta-model knows about “meetings” and that persons participate in meet-
ings, an application can bind itself to meetings and ask the context-server for
the meeting room and all persons participating in this meetings. For evaluation
purposes we are using a light version of the Nexus context-server [18]. All com-
munication with the context-server is encapsulated in a plug-in which allows us
to replace the context-server without major changes to VRDK itself. At runtime
VRDK applications send subscriptions to the context-server, e.g. to track the
position of a person or to become notified about started meetings. The context-
server sends events back to the application. Furthermore, VRDK sends queries
to the context-server to retrieve location data and to find devices such as beam-
ers or media players. The following sections discuss how VRDK applications can
use context information.

Location. VRDK developers can bind functionality to a location (e.g. a special
room) or a type of location (e.g. all rooms, all doors). Therefore, VRDK re-
quires a location model [19][20][15] to learn about the environment in which the
application executes. The context-server uses maps and 3D-models about the
environment, which have been entered manually in the database of the context-
server. In the future we plan to enable the user to draw his/her own floorplan as
this will greatly simplify the process of creating location models for use by the
context-server. Through the plug-in the context-server then tells VRDK which
location types exist (rooms, floors, houses) and which instances exist (room
1.432, Joe’s bedroom). Processes can then be bound to these location types
and instances. If such a process refers to a device, e.g. a media player, VRDK
will query the location model for devices at the specified location. Figure 3(b)
provides an example that binds functionality to every room and starts one light-
control process for each of them. This process waits for a motion event and turns
on the light. If there is no motion for a certain time, it turns off the light. VRDK
will find out that in our example the process requires one motion sensor and one
controllable lamp per room. Rooms that do not feature the required components
are ignored. We are currently investigating debug mechanisms that explain the
developer why some location has been ignored.

Situations. If the context-server can detect situations (i.e. “family having din-
ner”, or “Alice meets Bob”), you can bind functionality to situations. Once such
a situation is detected, a corresponding process is started. When the situation
ends, the processes receives a stop signal. For example, you could implement a
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process that turns off a TV and bind it to “family having dinner”. Thus, when
the context-server detects an ongoing dinner and a nearby TV, the process is
executed and turns off the TV. Implementing this example in VRDK is a one
minute job. However, detecting situations is beyond the scope of our work. We
expect the context-server to provide this information, i.e. to send an event when
a situation is detected and to answer queries regarding the location and the
participating persons.

Physical Objects. For “follow-me” applications it is important to bind func-
tionality to physical objects. This does of course require that sensors can track
the position of these objects and submit this information to the context-server.
Thus, you could for example bind a process to every employee to track when she
entered or left the building.

5 Tool Architecture

In this section we discuss the user interface of our tool. Furthermore, we illus-
trate the script execution of VRDK. VRDK has been designed as an open and
extensible platform for e-home scripting. Therefore, it realizes a framework-based
approach that builds on the concept of plug-ins.

5.1 Plug-Ins

Since VRDK is written in C# and .NET, VRDK plug-ins must reside in a
.NET DLL. Currently, VRDK can control Microsoft Media Center, Smartphones,
PDAs, Browsers, Media Player, MS Agents, several robots (including Lego Mind-
storm and RoboSapiens), and Embedded Sensors Boards. Furthermore, VRDK
features a plug-in wizard that further simplifies plug-in development. An average
plug-in consists of 500 lines of C# code, where more than half is generated by
the wizard.

A plug-in can add new components, commands, and events to VRDK. All
components appear in the icon-bar on the left side of the screen (see Figure 1).
Once the user drags a component on the hardware view (Figure 1 Step 1) or
location model (Figure 1 Step 4), the associated commands, and events become
available in the editor. In doing so, the user has those commands at hand that
make sense for his current scenario. Following the above example, the media
player component added a media command to the icon bar.

As detailed in the following section, VRDK supports a built-in interpreter
and code generation framework. If a plug-in adds new components, commands,
and events, it must provide callbacks for the interpreter and extensions for the
code generator. Although plug-ins must be implemented in .NET, that does not
imply that the supported devices must be .NET compatible. Only the design-
time support in VRDK is .NET specific. The runtime can use any possible
technology. This way, the tool is not limited to a fixed set of devices and can
easily be extended.
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5.2 User Interface

VRDK can be used in mouse mode and in ink mode. In mouse mode the user
drags commands from the icon-bar on the left side of the screen on the editor.
While the user is dragging a command, the editor provides immediate visual
feedback. In Figure 4(a) the user drags the icon of the wait command on the
process. This causes the process box to expand vertically.This way, the user can
see where the wait command would be inserted if she drops it now. Once the
command has been dropped, the user can open a properties dialog to configure
the command.

(a) Mouse mode (b) Auto-size for ink input

Fig. 4. Input methods

Ink mode requires a TabletPC and is therefore optional. In ink mode the user
can write in the diagram as shown in Figure 4(b). In our first attempt the user
could write across the diagram. Once finished, VRDK runs the text recognition
and analyzes where the user put the ink. VRDK used this geometry information
to decide where the recognized command should be inserted in the diagram.
Our user experiments have shown that this is not very useful. First, the ink
is hard to read when written across a colored diagram. Second, the immediate
feedback is missing, i.e. the user is writing a command such as wait Receiver
and afterwards VRDK decides where in the diagram the text belongs. The result
was often not the intended one. In our second approach, we exploit the expanding
diagram feature as discussed above. When the user starts writing, VRDK decides
where in the diagram the recognized text will be inserted. The diagram expands
and inserts a half-transparent white background as shown in Figure 4(b). This
way the user knows from the very beginning where the recognized text will be
inserted. Furthermore, the ink is better readable due to the higher contrast.
As the user keeps on writing, the half-transparent background and the diagram
continuously expand to make room for the handwriting.

VRDK can be used without a keyboard, which is especially useful for Tablet-
PCs. As it turned out, entering mathematical formulas with ink still results in
unacceptable recognition rates. Therefore, we added a pocket calculator style
interface for entering formulas (see Figure 5). Another advantage of this dialog
is that you do not have to learn any syntax. All possible operators and identifiers
are listed in the dialog. The user just clicks on them.
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Fig. 5. Writing statements using the calculator

5.3 Script Execution: Interpreter

The interpreter can be started by clicking on the Run button at the bottom of
the screen. Clicking on the screen again immediately stops the script and turns
off all involved devices. This way, users can quickly and conveniently experiment
with scripts.

The VRDK interpreter is able to execute the workflow (via the state ma-
chines) and evaluate mathematical expression. Furthermore, all event handling
is done by the interpreter. Whenever the interpreter comes across a command
or event that has been introduced by a plug-in, it asks the plug-in to execute
the command. This way, the interpreter can be easily extended with plug-ins.

The interpreter uses a centralized approach, i.e. all application-logic is exe-
cuted on a PC. Therefore some devices have to be accessed remotely. To the
interpreter this does not matter since all communication with the component or
service is managed by the plug-in that introduced the component.

5.4 Script Execution: Code Generation

VRDK features a code generation framework. The concrete code generator is
realized with a plug-in, too. Currently, we support C# and C. New plug-ins
could support different target languages.

The key advantage of code generation is that we can avoid centralized script
execution. If several programmable devices are involved, VRDK can distribute
the script across the devices. In the case of distributed code generation, we rely
on a middleware that can transport messages between the devices. In our current
settings we are using a publish/subscribe middleware [21] that is available for
.NET and .NET compact framework. Efficiently distributing the script across
the involved devices is very demanding and is subject to ongoing research. In
general, our code generator framework supports two modes. One is a master-
slave mode where one device takes over the roll of the coordinator. This is useful
if a powerful device such as a PC is available. The other mode is completely
decentralized and is applicable if all devices are restricted with respect to CPU,
RAM, and energy.
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6 Experience

To validate VRDK’s capabilities in supporting users to build pervasive appli-
cations, we conducted several field tests. Our tool was presented on four non-
scientific exhibitions, an education fair, and Europe’s largest tech fair. On the
latter one, our booth was located at a large Home Entertainment exhibitor
to likewise attract a professional and a non-scientific audience. We developed
challenges to study how effectively the users were able to create scripts in
VRDK using a pen-based TabletPC. Around 500 people ranging from novices
to IT-professionals participated in the task. We spent about 5 minutes with
each user in a tutorial on using the VRDK interface and describing their
task.

The first task was to write a simple control program that only contained a
series of commands. The users could rely on set of predefined functions. The
concept of dragging commands from the icon-bar on the editor proved to be
useful especially at the beginning. However, the testers soon got accustomed
with the user interface and the preferred ink support over the drag&drop input
for writing commands. Therefore they solved the task much faster than originally
expected.

The next task built on the first one but included the necessity for loops and
mathematical formulas. Therefore, the concept of events and the ability to wait
for events were briefly explained. After the tutorial everybody could apply those
concepts. Loops and events were easily integrated into the programs, but devising
mathematical formulas turned out to be difficult for half of the testees lacked
basic mathematical knowledge. Once they knew which formula to enter they had
no problem using the pen to enter it in VRDK. Nevertheless, the overall result
for this task has been poorer than expected.

The VRDK user interface appeared to have a shallow learning curve. The
participants did not need much assistance and their speed increased as they
were given some hints and got familiar with the pen. Interestingly, nobody ever
asked for a keyboard. Though many testers had difficulties with mathematical
formulas at the beginning, the overall feedback reported was that the system
was easy to use.

7 Conclusions and Future Work

With VRDK we presented a tool that enables users to script all kind of e-home
devices ranging from a MediaCenter PC over PDAs and SmartPhones to toy
robots and embedded sensor boards. While abstracting from heterogeneity the
tool keeps simple tasks simple and makes complex tasks possible. The graphical
editor can entirely be used via the mouse or (preferably) a pen while a keyboard
input is not required.

VRDK achieves its high level of abstraction of heterogeneity through a cen-
tralized programming approach. Thus, users can add various devices without
having to learn how to develop for these devices. With the static location
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model, the user can specify which devices are available and where they are
located. By attaching processes to a set of locations, the user can easily au-
tomate tasks that are bound to every room, every floor, or any other kind of
location.

We regard the achievements of VRDK as similar to what Visual Basic did
for desktop applications. Its simple GUI but powerful engine made it far more
popular among our target audience than other complex languages like C++.
Our tool features an easy-to-use user interface and is optimized for developing
pervasive applications. Still, it is as potent as any other complex language as it
supports most of their concepts.

In the future we want to add macro recording to VRDK. That means the user
performs a sequence of actions in the real world. VRDK records these actions
and creates a script that can replay these actions. Furthermore, we want to
integrate GUI support in VRDK. We intend to use XAML (the GUI markup
language of Vista’s graphic engine Avalon) to specify the appearance of dialogs.
Using VRDK, the user will be able to add behavior to the GUI dialogs. Finally,
we are working on a VRDK version for Set-Top boxes. Due to its graphical
language, VRDK can be used on a low resolution TV. The remaining challenge
is to perform basic programming tasks with entertainment controls, such as the
MediaCenter PC remote control.
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Küpper, Axel 116
Kusunoki, Fusako 48

Linnhoff-Popien, Claudia 116
Lukowicz, Paul 239

Matsubara, Kazuya 48
McCarthy, Michael 1
Metzger, Christian 64
Mizukubo, Yuki 48
Muller, Henk L. 1
Munguia Tapia, Emmanuel 168

Noack, Nicholas 186

O’Neill, Eamonn 222

Patterson, Donald J. 186
Pils, Carsten 256

Randell, Cliff 1
Roussaki, Ioanna 256
Ruppel, Peter 116

Schiele, Bernt 134, 151
Schindler, Grant 64
Schlott, Stefan 103
Shahi, Anuroop 222
Stahl, Christoph 74
Starner, Thad 64
Strimpakou, Maria 256

Tarumi, Hiroyuki 48
Treu, Georg 116
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